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1. U.S. Army Concepts Analysis Agency (CAA) initiated the Combat History 
Analysis Study Effort (CHASE) in August 1984 to search for historically-based 
quantitative results for use in military operations research, concept 
formulation, wargaming, and studies and analyses. 

2. Progress made in the period August 1984-June 1985 is reported in the 
enclosed Technical Paper. It indicates that data, on historical battles can be 
used to discover quantitative trends and relations of potential significance 
to military operations research, concept formulation, wargaming, and studies 
and analyses. 

3. At the same time, additional research is needed to pursue the new lines of 
investigation suggested by this initial effort, and to clarify some of the 
anomalies it has turned up. 

4. Despite its tentative and unfinished state, the work described in this 
Technical Paper is being provided to you now in the expectation that those 
interested in the scientific and quantitative aspects of military operations 
research will find it beneficial to their efforts. Questions or inquiries 
should be directed to the Special Assistant for Models Validation, U.S. Army 
Concepts Analysis Agency (CSCA-SAMV), 8120 Woodmont Avenue, Bethesda, MD 
20814-2797, (301) 295-1669. 

Encl E. B. VANDIVER HI 
Director 
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THE REASON FOR PERFORMING THE STUDY was to carry out the initial phase of 
the Combat History Analysis Study Effort (CHASE), whose ultimate purpose is 
to search for historically-based quantitative results for use in military 
operations research, concept formulation, wargaming, and studies and 
analyses. 

THE PRINCIPAL FINDING of the work done during the period covered by this 
paper (August 1984 to June 1985) is that data on historical battles can be 
used to discover quantitative trends and relations of potential signifi- 
cance to military operations research, concept formulation, wargaming, and 
studies and analyses. 

THE MAIN ASSUMPTIONS on which the CHASE Study, as well as its major phases 
rests are: 

(1) Historical battle data can be analyzed using modern statistical 
methods. 

(2) Formulas are not to be complicated without good empirical evidence. 

(3) Long-term trends and relations can be extrapolated to future situa- 
tions with a reasonable degree of confidence. 

THE PRINCIPAL LIMITATIONS which may affect the findings presented in this 
progress report are as follows: 

(1) Data on strengths at intermediate stages during the course of a 
battle were not available for use in this phase of the CHASE Study. 

(2) The study used a data base prepared for the US Army Concepts 
Analysis Agency (CAA) by the Historical and Research Evaluation 
Organization (HERO). The HERO data base, even though composed of 601 
battles, is still not large enough to support adequately all of the 
statistical analyses that should be performed. 

(3) Typographical mistakes, omissions, ambiguities and ill-defined data 
categories in the HERO data base weakened some of the analysis results, and 
precluded some analyses that would have been desirable. 

(4) Because of data inadequacies and the limited scope of this initial 
phase of the CHASE Study, not all of CHASE's Essential Elements of Analysis 
(EEAs) could be fully addressed. 



THE SCOPE OF THE WORK done during the period covered by this progress 
report, was limited to an initial analysis of the HERO data base of 601 
battles. This scope included: 

(1) Reducing to machine-readable form all of the tabulated data in the 
HERO data base. 

(2) Assessing the suitability of the data base for quantitative 
analysis. 

(3) Summarizing selected portions of these data to facilitate their 
efficient use in military operations research, concept formulation, 
wargaming, and studies and analyses. 

(4) Seeking important trends and interrelations present but hidden in 
these data. 

(5) Testing selected hypotheses against the data. 

THE STUDY OBJECTIVE for the period covered by this progress report 
included: 

(1) Evaluating the suitability of the HERO data base for quantitative 
analysis, identifying essential data base improvements, and taking 
necessary corrective measures. 

(2) Experimenting with a variety of analytical techniques to assess 
their ability to expose quantitative trends and relations of significant 
potential use in military operations reserch, concept formulation, 
wargaming, and studies and analyses. 

(3) Identifying specific issues for further investigation in subsequent 
phases of the CHASE Study. 

THE STUDY SPONSOR was the US Army Concepts Analysis Agency. 

THE STUDY EFFORT was directed by Dr. Robert L. Helmbold, Resources and 
Requirements Directorate. 

COMMENTS AND SUGGESTIONS may be sent to the Director, US Army Concepts 
Analysis Agency, ATTN: CSCA-RQ, 8120 Woodmont Avenue, Bethesda, MD 
20814-2797. 

Tear-out copies of this synopsis are at back cover, 

VI 
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PREFACE 

This paper documents the work done on the Combat History Analysis Study 
Effort (CHASE) during the period August 1984 - June 1985. This progress 
report is presented as a standalone document with the expectation that 
those interested in the scientific and quantitative aspects of military 
operations research, concept formulation, wargaming, and studies and 
analyses will find it beneficial to their efforts. 

However, readers are cautioned that this paper is an interim progress 
report of continuing research, intended in the first instance for internal 
use at the US Army Concepts Analysis Agency (CAA). Subsequent phases of 
CHASE should improve on it, and as our insight deepens many of its findings 
and observations may require substantial modification. 

Some readers may find this paper hard to read. It has been said* that 
"It is so customary for political writing to flow on with journalistic ease 
that people seem to regard ease as a characteristic of thought about poli- 
tics, whereas really it is only a characteristic of popularization." 
Although this paper may not "flow on with journalistic ease," we hope that 
its scientific approach to combat dynamics wi.ll interest readers enough to 
make its study worthwhile. 

There are some who might object that a science of combat dynamics is 
impossible because combat is so strongly influenced by the actions of people. 
Marshall** has made the following eloquent remarks applicable to that objec- 
tion: "The actions of men are so various and uncertain, that the best state- 
ment of tendencies, which we can make in a science of human conduct, must 
needs be inexact and faulty. This might be urged as a reason against making 
any statements at all on the subject; but that would be almost to abandon 
life. Life is human conduct, and the thoughts and emotions that grow up 
around it. By the fundamental impulses of our nature we all—high and low, 
learned and unlearned—are in our several degrees constantly striving to 
understand the courses of human action, and to shape them for our purposes, 
whether selfish or unselfish, whether noble or ignoble. And since we must 
form to ourselves some notions of the tendencies of human action, our choice 
is between forming those notions carelessly and forming them carefully. 
The harder the task, the greater the need for steady patient inquiry; for 
turning to account the experience that has been reaped by the more advanced 
physical sciences; and for framing as best we can well thought-out esti- 
mates, or provisional laws, of the tendencies of human action." The work 
described in this paper is offered in this spirit. 

*Richardson, Lewis Fry, "Statistics of Deadly Quarrels," The Boxwood 
Press, Pacific Grove, CA, 1960. 

** Marshall, Alfred, "Principles of Economics," 1890. 



CAA-TP-86-2 

COMBAT HISTORY ANALYSIS STUDY EFFORT (CHASE): 

PROGRESS REPORT FOR THE PERIOD AUGUST 1984 - JUNE 1985 

CHAPTER 1 

EXECUTIVE SU»f1ARY 

1-1. PROBLEM. Although the works on military history are of considerable 
interest and utility to practitioners of the military art, few of them are 
in a form suitable for direct application to military operations research, 
concept formulation, wargaming, asd studies and analyses. Usually, these 
activities can use efficiently only such historical combat experience that 
is expressed in the form of mathematically explicit quantitative relations 
that are universally applicable throughout an extremely wide range of engage- 
ment situations. The Combat History Analysis Study Effort (CHASE) was estab- 
lished to search for historically based quantitative results that are suit- 
able for use in military operations research, concept formulation, wargaming, 
and studies and analyses. 

1-2. BACKGROUND. In 1983 and 1984, the Historical Evaluation and Research 
Organization (HERO) prepared for the US Army Concepts Analysis Agency (CAA), 
under Contract No. MDA903-82-C-0363, a data base of 601 battles and engage- 
ments. This was published in 1984 (Ref 1-1), and will be referred to as 
the HERO data base. As that effort was drawing to a close it was realized 
that, although the HERO data base is unique and of great potential value 
because it is detailed for individual battles, it is not directly usable in 
CAA studies and analyses because it does not explicity provide quantitative 
trends and interrelations. As a result, CAA established the CHASE project, 
with the objective of searching for historically based quantitative results 
for use in military operations research, concept formulation, wargaming, 
and studies and analyses. 

1-3. SCOPE 

a. The overall scope of the CHASE Study includes the following: 

(1) Reduce all or a significant portion of the HERO data base to 
machine-readable form for analysis. 

(2) Summarize the mass of data in the HERO data base and present the 
results for use in military operations research, concept formulation, war- 
gaming, and studies and analyses. 

(3) Seek trends and interrelationships present but hidden in the data. 

(4) Test selected hypotheses against the data. 

1-1 
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b. This paper documents the progress made on the CHASE Study in its 
initial phase (August 1984 - June 1985). The scope of the effort under- 
taken during this period included the following: 

(1) Reduce to machine-readable form all of the tabular data in the 
HERO data base. The result of this step will be referred to as the computer- 
ized data base. 

(2) Proofread and review for accuracy and consistency the data presen- 
ted in the HERO data base. This led in a natural way to the establishment 
of a new contract with HERO to eliminate some of the typographical mistakes, 
omissions, inconsistencies, ambiguities, and redundancies discovered in the 
HERO data base, and to expand it in selected areas. 

(3) Explore the prospects for using these data to obtain quantitative 
results for use in military operations research, concept formulation, war- 
gaming, and studies and analyses. This included preparing (or locating) 
computer programs suitable for manipulating and analyzing the computerized 
data base, and then applying them appropriately to create selected descrip- 
tive or summary statistical tabulations of the data, to seek factors associ- 
ated with victory in battle, to test selected hypotheses against the data, 
and to explore ways to reduce some of the redundancies present in the data. 

(4) Plan the most important next steps for accomplishing the CHASE 
Study in light of the experience gained to date. 

1-4. LIMITATIONS. The principal limitations which may affect the findings 
presented in this progress report are as follows: 

a. Data on strengths at intermediate stages during the course of a bat- 
tle were not available for use in this phase of the CHASE Study. 

b. The study used almost exclusively the HERO data base which, even 
though composed of 601 battles, is still not large enough to support ade- 
quately all of the statistical analyses that should be performed. 

c. Typographical mistakes, omissions, ambiguities and ill-defined data 
categories in the HERO data base weakened some of the analysis results, and 
precluded some analyses that would have been desirable. 

d. Because of data inadequacies and the limited scope of the initial 
phase of the analysis, not all of CHASE's Essential Elements of Analysis 
(EEAs) were fully addressed. Subsequent phases of the CHASE Study will 
fill these voids. 

1-5. TIMEFRAME. The computerized data base contains information on 601 
battles that took place between 1600 and 1973. In a few places, data on 
battles from earlier times are used to supplement the computerized data 
base. This paper presents findings only for those trends or relations that 

1-2 
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have persisted relatively unchanged over long periods of time, and which 
thus appear to be extrapolatable to future situations with a reasonable 
degree of confidence. 

1-6. KEY ASSUMPTIONS. The main assumptions on which the CHASE Study, as 
well as its major phases, rests are: 

a. Historical battle data can be analyzed using modern statistical 
methods. 

b. Formulas are not to be complicated without good empirical evidence. 

c. Long-term trends and relations can be extrapolated to future situa- 
tions with a reasonable degree of confidence. 

1-7. APPROACH. The approach adopted during the period covered by this 
paper is as follows: 

a. A data base format for use in computerizing the HERO data base was 
designed. The tabular data in the HERO data base were then computerized 
using that data base format. As data were transcribed into the computerized 
data base, a written record was kept of any missing, confusing, or question- 
able data items in the HERO data base. The computerized data were manually 
proofread against the HERO data base twice—once immediately after each 
table from the HERO data base was entered into the computerized data base, 
and again after the computerized data base had been completed. In addition, 
a computer program was written to check that each entry in the computerized 
data base is within its legitimate range. This computer program also made 
some selected checks on the consistency of the HERO data. For example, it 
checked to see that attacker and defender achievement ratings were consis- 
tent with the designation of victorious side. All differences between the 
computerized and the HERO data bases discovered by these manual and auto- 
mated checks were corrected before the computerized data base was analyzed. 

b. The subsequent analysis of the computerized data began with an infor- 
mal examination and some simple summarizations of the data (descriptive 
statistics). It then progressed to searching for the factors associated 
with victory. Because it was determined that some of the data in the HERO 
data base were at least partially redundant, factor analysis techniques 
were explored to assist in understanding this redundancy. Finally, a test 
of a particular hypothesis regarding breakpoints was carried out. 

c. Throughout all stages of the study a determined effort was made to 
apply to the analysis of these data on historical battles the most powerful 
and appropriate modern statistical techniques and data processing techno- 
logies. It was, of course, necessary to tailor the analytical approach to 
the particular issue being investigated, and in fact a wide variety of tech- 
niques were employed in one part of the study or another. The most 
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frequently used techniques employed 1n the period covered by this report 
include: 

• Graphical and exploratory data analysis techniques such as scatter 
diagrams. 

• Construction of histograms and empirical distribution functions. 

• Contingency table analysis. 

0 Curve and function fitting methods such as linear and logistic 
regression. 

• Correlation and factor analysis. 

d. Wherever possible, an attempt was made to follow the precepts of the 
method of "strong inference" (Ref 1-2) and the method of "multiple working 
hypotheses" (Ref 1-3). These methods involve the systematic consideration 
of well-defined alternative hypotheses, the deduction from these hypotheses 
of consequences that are testable against the available data, the design of 
crucial experiments that will discriminate sharply against one or more of 
the alternative hypotheses, and the deliberate search for important new 
hypotheses. Consequently, new areas for future investigation are identified 
and documented. 

e. A conscientious attempt is made to adhere to high standards of scien- 
tific investigation. Very  little is assumed about the structure or dynamics 
of combat. Instead, the guiding principle is that a hypothesis or widely 
held opinion regarding battle is not to be taken for granted, but that the 
data are to be consulted to determine whether they support it or not. There- 
fore, frequent (though usually implicit) appeal is made to various forms of 
the well-known principle of Ockham's Razor to the effect that "Entities are 
not to be multiplied without necessity" (Ref 1-4). The following versions 
of this principle are frequently used to focus inquiry on substantive issues: 

(1) "Formulae are not to be complicated without good evidence." 
(Ref. 1-5). 

(2) "Complications in models are not to be multiplied beyond the neces- 
sity of practical application and insight" (Ref 1-6). 

(3) "The burden of proof is on the party claiming that such-and-such 
a factor must be introduced to explain the data. The claimant must show 
that the data are incompatible with the simpler theory in which the new 
factor is left out, but that they are compatible with the more complicated 
theory that arises when the new factor is introduced" (Ref 1-7). 

(4) "A hypothesis that cannot be confronted with hard evidence is 
metaphysical, and may safely be ignored" (Ref 1-8). 
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f. It might be thought that the methods used presume the existence of 
patterns in history that can be discovered. But it would be more correct 
to say that the existence of such patterns is itself a hypothesis that can 
be tested by searching for them. If some patterns are found, then they 
exist. If, after sufficiently diligent search, no patterns are found, then 
this constitutes evidence for the hypothesis that no such patterns exist- 
just as the search for perpetual motion machines led ultimately to the hypo- 
thesis that no such machines are physically realizable. 

1-8. ESSENTIAL ELEMENTS OF ANALYSIS AND ANSWERS. The research was guided 
by five EEAs, as provided by the Study Directive (Appendix B). Summaries 
of the state of development reached during the period covered by this paper 
are given below. 

a. Can the Factors Associated with Victory in Battle be Identified? 
Six variables were tested for close association with victory in battle. 
Each of the variables is an explicit, mathematically defined function of 
the tabulated data on personnel strengths and losses. (Chapter 4, provides 
a full technical definition of these variables, and the Glossary contains 
summary definitions of them.) The six variables included the force ratio 
(FR), the casualty exhange ratio (CER), the fractional exchange ratio (FER), 
a measure of the bitterness, of a battle (or total losses to both sides) 
(EPS), a theoretically-motivated index of the defender's advantage vis-a-vis 
the attacker (ADV), and a measure of the residual portion of ADV after the 
average effect of force ratio on it has been removed (RESADV). Of these 
six variables, the defender's advantage (ADV) and the fractional exchange 
ratio (FER) are most closely associated with victory in battle. RESADV and 
CER are somewhat less closely associated with victory in battle. EPS and 
FR are substantially less closely associated with victory in battle. Some 
of the battles of the World War II (and some later) eras seem to be anamalous 
in the sense that for these battles the relationship of victory in battle 
to ADV is much weaker than for battles of other eras, and for most other 
battles of the same era. The reasons why these battles are anomalous, and 
why they more prevalent during the WW II and later eras, is not yet well 
understood. However, the leading hypothesis at the moment appears to be 
that the data for several battles of the WW II and later eras is flawed. 

b. What long-term trends can be detected in historical combat data? 
The analysis of long-term trends was not emphasized during the period covered 
by this paper. However, it appears that there has been no long-term secular 
trend over the last 400 years in the proportion of battles won by the 
attacker. 

c. Can the historical influence of air support on the outcome of land 
battles be quantified? An analysis of the effects of air support was not 
within the scope of the effort covered by this paper. 

d. What can be said about the factors influencing rates of advance in 
land combat? An analysis of the factors influencing rates of advance was 
not considered fruitful during the period covered by this paper, because 
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the battle duration data in the data base used were reported only to the 
nearest day, which is too coarse a time resolution to provide rate values 
suitable for analysis. 

e. What lessons were learned regarding the preparation of battle and 
engagement data bases for use in quantitative analyses? Lessons learned 
regarding the preparation of data bases will be reported separately, in 
accordance with the study plan. 

1-9. OTHER KEY FINDINGS 

a. The HERO data base needs to be enhanced before analyzing it extens- 
ively. To satisfy the need for data base refinement, a contract was awarded 
to the Historical Evaluation and Research Organization (HERO) to revise and 
extend the data base. The results of this contract were not available during 
the period of time covered by this paper (August 1984-June 1985). 

b. The data base is mainly typical of organized division- to corps-level 
forces engaged in intense, short (hours to days) battles in Europe and America 
during the nineteenth and twentieth centuries. 

c. Battle durations seem to fit a Weibull or a lognormal distribution 
about equally well. 

d. Casualty fractions seem to be distributed approximately lognormally. 
The attacker's casualty fraction tends to be less than the defender's. 

e. The personnel force ratio (FR), personnel casualty exchange ratio 
(CER), and the personnel fractional exchange ratio (PER) are all approxi- 
mately lognormally distributed. 

f. Force ratio is an unsatisfactory and inadequate predictor of victory 
in battle. Both advantage (ADV) and fractional exchange ratio (FER) (see 
the Glossary at the end of this paper) are much more closely related to 
victory than is the force ratio. Consequently, either advantage or frac- 
tional exchange ratio should be used as a figure of merit for comparing 
force structures, contingency plans, equipment options, and tactics in 
simulation experiments. 

g. There is a high degree of redundancy among some of the items in the 
data base. The analysis of this redundancy, and the development of 
measures to deal correctly and effectively with it, need further 
investigation. 

h. When a breakpoint hypothesis similar to those conventionally used to 
terminate simulations and wargames is tested against the HERO data base, it 
is found to be inconsistent with the data. The reasons for this are not 
yet well understood. 
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CHAPTER 2 

SOURCES OF DATA ON BATTLES AND ENGAGEMENTS 

2-1. INTRODUCTION. This chapter describes the data base used as the source 
of data on battles and engagements throughout the period covered by this 
progress report, presents the design and implementation of the computerized 
data base, indicates some of the problem areas uncovered in this process, 
introduces some terminology that will be used throughout subsequent portions 
of this paper, and cites some other data bases that may be found useful in 
future work. 

2-2. THE HERO DATA BASE 

a. In 1984, the US Army Concepts Analysis Agency (CAA) published the 
HERO data base of battles and engagements (Ref 2-1). This data base pro- 
vides detailed data on each of 601 battles from the period 1600 AD to 1973 
AD. The distribution of battle dates over time, along with some other des- 
criptive statistics of the material in the HERO data base, is discussed in 
Chapter 3. The HERO data base consists of seven tables covering: 

(1) Battle identification (name, dates, campaign, war, forces and 
commanders involved, duration, and width of front). 

(2) Operational and environmental variables (defender posture, ter- 
rain, weather, season, surprise, air superiority). 

(3) Strengths and losses on both sides. 

(4) Intangible factors (such as combat effectiveness, leadership, 
training, etc.). 

(5) Outcome (victorious side, distance advanced, mission accomplish- 
ment of each side). 

(6) Factors affecting the outcome (such as force quality, reserves, 
air superiority, etc.). 

(7) Combat forms and resolution of combat (main attack and scheme of 
defense, secondary attack, resolution of the combat). 

Tables 2-1 through 2-6 give a sample of the kinds of data presented in the 
HERO data base tables. Appendix E gives an extended description of the 
information included in each HERO data base table. In all, almost 90 items 
of information are tabulated for each of the 601 battles in this data base. 
The HERO data base values recorded in Tables 1 and 3 are objective quanti- 
ties that, at least in principle, all observers could agree upon if com- 
pletely trustworthy reports were available. The values recorded in HERO's 
Tables 2, 5, and 7, however, are overall impressions and more difficult to 
objectify in a manner acceptable to all observers, even if completely 
trustworthy reports were available. The values recorded in HERO's Tables 4 
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and 6 are frankly judgmental, and hence almost impossible to objectify in a 
manner acceptable to all  observers.    The reader is referred to CAA-SR-84-6 
(Ref 2-1) for a complete picture of the HERO data base. 

Table 2-1.    Example of HERO Data Base (Table 1) 

Engagcaent Date(s) Caa^aign Forces Coaiaanders 
Duration 

(days) 

Midth of 
Front 
(kia) 

t4irfreesbora, 
Tennessee 

A 
D 

11 Dec 1862- 
I Jan 1861 

Stones River CS Aniy of Tennessee 
US Anay of the Qii^'ti 

Bragg 
Rosecrans 

4 7.0 

Chancel lorsvile, 
Virginia 

A 
D 

1-6 Hay 1861 Oiancellorsvllle US Amy of tie Ftotoaiac 
CS Anay of No. Va. 

Hooker 
Lee 

6 2S.0 

Oua^ion'S HIU. 
Mississippi 

A 
D 

16 May 186S Viclisburi US Anay 
CS Army 

Grant 
Pe>t>erton 

1 6.4 

Brandy Station, 
Virginia 

A 
D 

9 Jun 186] Gettysburg IE Cav. Corps 
CS Cav. Corps 

Pleasanton 
Stuart 

1 8.0 

Gettysburg, 
Pennsylvania 

A 
D 

1-1 Jul  1861 Gettysburg CS Amy of No. Va. 
US Anay of he l^toMc 

Lee 
Head* 

1 lO.S 

Chiclcaitauga, 
Georgia 

A 
D 

19-20 Sep 1861 OiicUiHuga CS Armr of Tennessee 
US Aiwf of the CU*"d Rosecrans 

2 10.0 

Oiattanooga, 
Tennessee 

A 24-2S Wn 1861 Oiattanooga US Aniy of the Qarf>'d 
CS Amy of Tennessee 

Grant 
Bragg 

2 16.0 

Table 2-2.    Example of HERO Data Base (Table 2) 

bigagnaent 
Defender 

Posture Terrain Weather Season Surprise Surpriser 
Level 

Surprise 

Mirfreesbora A 
D IB 

m NLC KT Y X Substaitlal 

Chancellorsvllle A 
D HD 

m OST SpT Y 
X Coaplete 

Oia^pion's HiU A 
D ID 

m DCT SpT H ~ -- 

trmiy Station A 
D HD 

M • DST St Y X SubstartUl 

Gettysburg A 
D » 

M BSt ST N -- ~ 

aiickMwiga A 
D ID 

m VET FT Y X Substaitlat 

Chattanooga A 
D r /m 

RgM. m Ml/UST FT N — " 
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Tat )le 2-3 .    Example of HERO Data Base (Table 3) 

Engagement 

Strength Battle Casualties Arty.  Pieces Lost 
Advance 

(Km/Day) Total Cavalry 
Arty. 

Pieces Total './Day Total VDay 

Murfreesboro A 
D 

34,732 
41,400 

4,500 
3,200 

120 
100 

11,739 
12,906 

8.4 
7.8 

6 
28 

1.3 
7.0 

X 

X 
2.0 

Qiancellorsville A 
D 

134,000 
80,000 

? 
7 

404 
170 

17,278 
12.821 

2.1 
2.7 

120 
7 

5.0 
0.7 X 

0 

Qiaoipion's Hill A 
D 

29,373 
20,000 

? 
500 

7 
? 

2,441 
3,851 

8.3 
19.3 

? 
11 

-- X 2.0 

Brandy Station A 
D 

12,000 
10,0U0 

? 
? 

7 
? 

900 
500 

7.5 
5.0 7 

-- X 1.5 

Gettysburg A 
D 

75,054 
83,289 

H,000 
13,000 

250 
300 

28,063 
23,049 

12.5 
9.2 

3 
6 

0.4 
0.7 X 

1.1 

Chickamauga A 
D 

56,326 
58,222 

8,U00 
10,000 

? 

246 
18,454 
16,170 

13.9 
13.9 

15 
51 10.4 

X 1.6 

Qiattanooga A 
D 

61,000 
40,000 

? 
4,856 

7 
? 

5,824 
6,667 

4.8 
8.3 

? 

40 - 
X 4.4 

Table 2-4.    Example of HERO Data Base (Tables 4 and 5) 

i - 

Engagement C£ 
Leader- 
ship 

Training/ 
Experience ^brale 

Logis- 
tics 

Momen- 
tum 

Intelli- 
gence 

Tech- 
nology 

Initia- 
tive Victor 

Distance 
Advanced 
(Km/Da v) 

Mission 
Accomp. 

Uirfreesboro     A C C C C N N N C X X 2.0 6 
X -- 5 

Chancellors-     A 
ville                 D 

C 
X 

C C N N 
X 

C 
X X 

0 3 
10 

Charapion's         A 
Hill                   D 

C X C c N N N C X X 2.0 8 
4 

Brandy Station A 
D 

C C C c N N X C X X 1.5 6 
5 

4 
Gettysburg         A 

D 
C C C c N N C X 1.1 

X X 6 

Oiickamauga       A 
D 

C 
0 

C c N N X C X X 1.6 6 
4 

□lattanooga       A 
D 

C X C c N N N C X X 4.4 8 
4 
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Table 2-5.    Example of HERO Data Base (Table 6) 

£r 

Engagement 

O ■'-4 

II 
i *J o 

■H -H ^   ^. 
—1   U 

It Fo
rc

e 
Pr
ep
on
- 

de
ra

nc
e 

1 a 
V 
2 

.5 

i2S it s 
o 'Si 

in' S tH 

71 
u 

■H 

3 

iW  o 
■r4 -t-t 5 

CL 

Mirfreesboro A 
D 

N N N N N N N N X N N N N 

Chancellorsville A 
D 

N N M N N N 
X X X 

N N N N 

Chain)ion's Hill A 
D 

N N N N N 
X 

X N N N N N N 

Brandy Station A 
D 

N N N N N N N X X N N N N 

Gettysburg A 
D 

N 
X 

N 
X 

N 
X 

N N N 0 N N N 

Chickamauga A 
D 

N N N N N 
X 0 

X X X N N N 

Chattanooga A N N N N N 
X 

X X N N N 
X 

N 

Table 2-6.    Example of HERO Data Base (Table 7) 

Eneassment 

Plan and Maneuver 

Siirrp<:<; 
Main Attack and 

Scheme nf Defenie Sernndary Attark 

Murfreesboro A 
D 

F, EE 
D X 

P, S, WD 

Chancellorsville A 
D 

E(LR) 
D/0, E(RR) 

F{RF) 
X 

R, MD 
B 

Qiai^jion's Hill A 
D 

F 
D — 

X P, Ps 
WD 

Brandy Station A 
D 

F,  E(RR) 
D/0 — 

X P, WD 

Gettysburg A 
D 

F, EH 
D — X 

R, WD 

Qiickanauga A 
D 

F 
D 

-- X P.Ps 
WD 

Oiattanooga A 
D 

F. EE 
D F.  P 

X B. PS 
WD 
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2-3. THE COMPUTERIZED VERSION OF THE HERO DATA BASE 

a. In order to facilitate the manipulation and analysis of these data, 
they were encoded in computer-readable data files. Appendix F describes 
the coding scheme used for this purpose. Table 2-7 provides a sample of 
the computerized version of the HERO data base. The specific data file 
formats for the computerized data base are given in Appendix G. Appendix H 
provides an index of the battles and engagements in the computerized data 
base. 

Table 2-7. Sample Entry from CAA Computerized Data Base 

I!?S   -   A«rR?r.!;*?i>,?,''[II''-''"'"^ '-'":''   -   PtHNS»LWANIA 
iiJZ---'Vl'ut\llV^^''^.'' 3    uoF = ,0.5 '"""■" '-  «""^"«^ 
NAHA^CS    AKMY    CF    NORIHfSN    VIRGINIA CDA-|fr 
NAMOrUS    ARMY    OF    THE    POTOKAC CO0=HtADE 

POSrOl = HO     POSTD? ; I'O 
TfSRAl r RMD     IERRA2 = rUO 
u«l -  D5ISI      yx2 = onODQ 
SURPA ;     q  AEROA :     D 

WX3 : : OOOQO 
' 

ATI 
DEF 

XQy YP 
75051 
8328D 

CX/CY 
28rb] 
2 3n«9 

CAV 
eoLO 
l3Don 

lANK 
n 
n 

LT 
0 
a 

KBT 
a 
0 

ARTY        FIY 
250        0 
300        D 

CTANK 
0 
n 

fARIY 
3 
6 

CFLY 
n 
0 

CEA 
D 

LEAOA 
0 

TRNGA 
0 

MORALA 
□ 

LOGSA 
0 

NOHNIA 
0 

INTELA 
-1 

lECHA 
0 

INIIA 
1 

UINA 
-I 

HPOA 1 
1.1 

kCHA ACHQ 

gUALA 
0 

RESA 
-1 

MOeiLA 
0 

AIRA  FPREPA 
0      -I 

U>A 
0 

TERRA 
-1 

LEADAA 
0 

PLANA  SURPAA     HANA 
0        0       -I 

LOGSAA 
0 

FORTSA 
Q 

OtEPA 
0 

PRIl  PRI2 
ATI     FF    OE 
DEF     DO    00 
UGT z   HED 

PH13  SECl 
CO    00 
00    00 

StC2 
00 
uo 

SEC3 
GO 
DO 

PESOl RES02 RES03 
RR    no    00 
00   00   no 

b. While the computerized data base was being prepared, written records 
were kept of missing, confusing, ambiguous, or questionable data items. 
Slightly over 400 of these "Data Base Problem Reports" were eventually 
accumulated documenting omissions, inconsistencies, ambiguities, redun- 
dancies, and typographical errors in the HERO data base. Table 2-8 gives a 
few examples of the kind of problems that were surfaced in this manner. 
Table 2-9 lists the battles for which at least one of the XO, YO, OX, or CY 
values was missing. Here, and throughout the rest of this paper, we use 
the symbols XO and YO for the attacker's and defender's (respectively) total 
personnel strength, and CX and CY for the attacker's and defender's (respec- 
tively) personnel losses. We also use ATK and DEF as abbreviations for 
attacker and defender. Table 2-9 lists for illustration some of the missing 
data items in the HERO data base. These 16 battles have to be omitted from 
all tabulations involving casualties or losses, and three of them have to 
be omitted from tabulations involving force strengths. 
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Table 2-8. Data Base Problem Reports 

• About 400+ problems noted 

• Examples: 

1. Buzancy Ridge, ATK force = US 18th Inf Rgt (-) 
(+) (but the previous battle, on the same date, 
with same commanding officer, gives ATK force = 
US 28th Inf Rgt (-)(+)) 

2. Iwo Jima (final phase), ATK strength = 32,000, 
DEF strength = 2,685, width of front = 1.8 km 
(but can the ATK force engage all of its troops 
under these conditions?) 

3. Egyptian offensive north, ATK withdrew with 
heavy losses (but ATK losses were only 2.1%) 

4. Brusilov offensive, ATK stalemated (but was 
rated 7 out of 10 for achievement and credited 
with winning, while DEF withdrew with heavy 
losses) 

Tabl e 2-9. HERO Data Base Battles Having Missing Personnel Strength 
or Casualty Data 

No. ISEQNO Name Miss it ig data Items 

1 26 Preston CX 
2 40 Killiecrankie CX, CY 
3 216 Dinwiddie Courthouse CY 
4 248 Kumanovo CY 
5 254 The Nieman CX 
15 267 Le Cateau CX 
7 . 289 Eastern Champagne^ XO, YO 
t 291 Ypres IJa XO, YO 
9 292 Festuberta YO 

10 300 First Dardanelles landing CY 
11 301 Suvla Bay           - CY 
12 391 Chouigi Pass CX, CY 
13 461 Mortaln CX 
14 469 Schmidt CY 
15 484 St. Vith CX, CY 
16 485 

)r 

Bastogne ^'-   CX, CY 

aMis sing XO, YO, c both. 
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c. These problems indicated a need to enhance the HERO data base before 
analyzing it extensively. To satisfy this need, a contract was awarded to 
the Historical Evaluation and Research Organization (HERO) to revise and 
extend the work presented in CAA-SR-84-6 (Ref 2-1). This contract will be 
referred to as the CHASE Data Enhancement Study (CDES). The CDES contract 
was awarded, and work on it was begun on 6 June 1985, with an anticipated 
completion date of December 1985 (subsequently extended to January 1986). 
It calls for accomplishment of the nine tasks enumerated in Table 2-10 and 
further detailed in Appendix I. No results from the CDES contract are 
included in this progress report, which covers only the period August 1984 
through June 1985. 

Table 2-10. CHASE Data Enhancement Study (CDES) Contract Tasks 

1. Analyze the data base problem reports. 

. 2. Clarify the total engaged personnel strength. 

3. Clarify the basis for assigning .victory. 

4. Refine the duration data. 

5. Clarify the width of front data. 

6. Clarify the defender posture description. 

7. Identify the quality of strength and loss data. 

8. Develop strength and attrition histories for 
selected battles. 

9. Assist in eliminating unwanted redundancies. 

2-4. ADDITIONAL DATA BASES 

a. Several other data bases were considered for use in the CHASE Study. 
As shown in Table 2-11, the three most important data bases of land combat 
battles and engagements for our purposes are the HERO data base (see para- 
graph 2-2, above), the Combat Operations Research Group (CORG) data base 
described in several CORG reports (Refs 2-2 through 2-4), and the Bodart- 
Willard-Schmieman (BWS) data base (Ref 2-5). The latter originated with 
Bodart's Kriegslexicon (Ref 2-6), which was computerized by Willard 
(Ref 2-7), and subsequently modified by Schmieman (Ref 2-8). These three 
major data bases overlap in the sense that some battles (e.g., Gettysburg) 
are listed in two or more of them. As indicated in Table 2-11, some impor- 
tant supplemental information on the battles and engagements contained in 
the three major data bases is provided in several books (Ref 2-6, 2-9, 2- 
10, 2-11, and 2-12). However, there are hardly any battles in these 
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supplemental references that are not already in at least one of the three 
major data bases listed in Table 2-11. 

Table 2-11. Majo r Data Bases of Land Combat Battles and Engagements 

Data 
base 

Number of 
battles 

Dates 
covered 

Date 
appeared 

HERO/CAA 
CORG 
Bodart-Willard-Schr 

Key supplemental infc 
HERO QJM Data Base 
Livermore "Numbers 
Dodge "Napoleon" 
Bodart "Kriegslexic 
Berndt "Zahl Im Kri 

nieman (BWS) 

)rmation: 
(book) 
& Losses" 

:on" 
ege" 

are sieges. 
>ieges. 

601 
175 

ca. l.OOOa 

204 
64 

100 
ca. l.OOOa 

91b 

280 
1500-1973 

BC-1945 AD 
1618-1905 

1943-1973 
1861-1865 
1631-1815 
1618-1905 
1741-1871 

1983-84 
1961-63 
1908-67 

1979 
1900 
1907 
1908 
1897 

aOf which ca. 100 
bOf which 13 are s 

b. In the period covered by this progress report, only the HERO data 
base was used. In future phases of the CHASE project, the other major data 
bases (CORG and BWS) can be used to extend, refine, or confirm the major 
findings obtained by using the HERO data base. Some additional effort will 
be required to put those data bases in a form suitable for such use. 

2-5. SUBSAMPLES. It is sometimes desirable to extract from the data base 
selected subsamples, which are used for specific purposes. 

a. One of the subsamples used during the period covered by this progress 
report, called the exploratory subsample, consists of a random sample of 
100 battles taken from the HERO data base battles with starting dates ear- 
lier than 1943. It was used for some of the exploratory statistical work, 
especially in the data redundancy analysis described in Chapter 5. It was 
also used to develop, test and debug many of the statistical analysis pro- 
cedures and computer programs used to examine the computerized data base. 
Table 2-12 lists the sequence numbers of the battles included in the 
exploratory subsample. 
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Table 2-12. List of Battles Included in the Exploratory Subsample 

Exploratory Exploratory 
subsample subsample 
number ISEQNO number ISEQNO 

1 6 51 206 
2 7 52 214 
3 9 53 229 
4 10 54 230 
5 13 55 232 
6 18 56 235 
7 23 57 246 
8 ^6 58 252 
9 30 59 254 

10 .34 . 60 261 
11 43 61 255 
12 44 62 267 
13 m /'": 63 271 
14 m 64 275 
15 m 65 282 
16 '   61 66 283 
17 69 67 287 
18 74 68 290 
19 76 59 292 
20 80 70 294 
21 il 71 296 
22 m 72 303 
23 91 73 306 
24 92 74 311 
25 97 75 312 
26 100 76 315 
27 103 77 322 
28     '^ 104 78 326 
29 114 79 327 
30 115 80 329 
31 119 81 330 
32 124 82 332 
33 126 83 333 
34 131 84 336 
35 132 •85 338 
36 136 86 342 
37 144 87 343 
38 150 88 345 
39 151 89 347 
40 157 90 348 
41 160 91 3S3 
42 166 92 357 
43 171 93 359 
44 183 94 363 
45 189 95 365 
46 191 96 373 
47 200 97 375 
48 201 98 381 
49 202 99 387 
50 203 100 389 
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b. Other subsamples used are the WWII and the non-WWII subsamples. The 
WWII subsample consists of the 163 battles in the computerized data base 
that started between 19400101 and 19491231. Here dates are given in the 
form YYYYMMDD with YYYY indicating the year, MM the number of the month, 
and DD the number of the day. For example, 19400101 means that the year is 
1940, the month is number 1 (January), and the day is 1. The non-WWII sub- 
sample consists of all battles in the computerized data base other than 
those in the WWII subsample. Additional subsamples are defined as needed 
in subsequent chapters. 

2-6. NEXT STEPS REGARDING DATA BASES. The anticipated next steps for data 
base work in support of CHASE include the items listed in Table 2-13. 

Table 2-13. Next Steps for Data Bases 

Accomplish CDES contract tasks 1-9 

Revise and extend the computerized data base accordingly 

Purge the data base of all additional known or suspected 
errors 

Bring the BWS and CORG data bases on line 

Document the descriptions of these computerized data bases 

Document the lessons learned regarding the preparation of 
data bases on battles for use in quantitative analysis 

2-7. CONCLUDING OBSERVATIONS ON DATA BASES 

a. The HERO data base of 601 battles provides more detailed and syste- 
matically tabulated information on more battles, especially recent battles, 
than any other currently available data base. As a result, it often is 
better suited to quantitative analysis than other sources of information. 
The CDES contract results will substantially enhance its accuracy and 
utility. 

b. Additional, less comprehensive data bases will usefully supplement 
information in the HERO data base, and can be used selectively to investi- 
gate the extent to which findings based on the HERO data extend to other 
data bases. 
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CHAPTER 3 

DESCRIPTIVE STATISTICS 

3-1. INTRODUCTION. This chapter presents some of the descriptive statis- 
tics generated using the computerized data base described in Chapter 2. 
Descriptive statistics merely express compactly the most salient features 
of the data, using the least sophisticated analysis techniques. This often 
makes them the easiest to understand. Consequently, it is important to see 
how much can be done with descriptive statistics, even though they are not 
usually powerful enough to cope with some of the deeper and potentially 
more important issues. 

3-2. THE HERO DATA BASE REPRESENTS A WIDE RANGE OF COMBAT EXPERIENCE 

a. Table 3-1 shows some general facts about the computerized data base. 
Note that the range of battle dates includes the colonization of Jamestown 
(1607) and Plymouth (1620), and the first safe visit of man to the moon 
(1969). The total engaged troop strength, obtained by summing the number 
of attacker and defender total strengths for all battles, amounts to about 
the population of Bangladesh, the eighth most populous nation on earth. 
The total battle casualties, obtained by summing the attacker's and defend- 
er's personnel casualties for all battles, is about equal to the population 
of New York state. The total battle days, obtained by summing the battle 
durations of all battles, amounts to about 6.3 years. The total distance 
advanced by the attacker (ATK), obtained by summing the distances advanced 
in individual battles, is about equal to the round-trip airline distance 
from Los Angeles, California to Pittsburgh, Pennsylvania. The total area 
gained by the attacker, obtained by summing the products of width of front 
and distance advanced for the individual battles, is about equal to the 
area of Peru, the nation with the nineteenth largest area. Clearly, an 
immense amount of battle experience is captured by this data base. The 
period of time covered spans an extremely broad range of technologies, and 
hence should allow important findings regarding trends to be derived. 

b. However, it is also true that the computerized data base is mainly 
representative of short, pitched land combat battles fought by organized 
division- and corps-sized military formations during the 19th and early 
20th Centuries in Europe or North America. The computerized data base con- 
tains no sea or air battles, no sieges of heavily fortified positions, no 
actions from the Korean, Malayan, Algerian, or Vietnamese wars, and has 
\/ery  skimpy coverage of the early World War II (WWII) era battles (1936- 
1942). The computerized data base has hardly any Asian, African, Mideast, 
or South American wars (except for a smattering of colonial war battles, 
and the recent Arab-Israeli wars of 1967 and 1973). 
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Table 3-1. Scope of the Computerized Data Base 

Total number of battles: 601 

Battle dates: 1600-1973 A.D. 

Total engaged strength: 89 x 10^ troops 

Total engaged troop-days: 1.1 x 10^ troop-days 

Total battle casualties: 19 x 10^ troops 

Average casualty rate: 2 percent per troop-day 

Total battle days: 2,300 days 

Total distance advanced by ATK: 6,900 km 

Total area gained by ATK: 1.3 x 10^ sq km 

3-3. SUMMARY DISTRIBUTIONS OF SOME KEY VALUES 

a. Table 3-2 shows the summary distributions of some key data base 
values. For example, the attacker's (ATK) recorded strength ranged from 
465 to 2,200,000 for the battles in the computerized data base; but half 
the ATK strengths were less than 23,604, and 5/6 of them were less than 
110,000. Also, 1/2 of the recorded ATK strength values were between 13,208 
and 70,000, as can be seen from the columns headed 1/4 and 3/4, since 
3/4 - 1/4 = 1/2. Similarly, 2/3 of the recorded ATK strength values were 
between 8,700 and 110,000, as can be seen from the columns headed 1/6 and 
5/6. Thus, most battles involved a division to a corps on the attack. 
Analogous facts can be derived from Table 3-2 for the defender's (DEF) 
strength, and for the other items listed. 
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b. It is interesting to note that half the battles listed occurred after 
1915 and half before, and only a few lasted more than 3 or 4 days. Likewise, 
most battles listed had an attacker's width of front of 2 to 32 km. 

c. For completeness, we note that the extreme values (MIN and MAX) in 
Table 3-2 are associated with the battles listed below. In this list, ISEQNO 
designates the number of the battle in the computerized data base (see 
Appendix H for a list of battles in order by ISEQNO). The dates on which 
these battles began are given in the form YYYYMMDD, i.e., 19421126 means 
that the year is 1942, the month is 11 (November), and the day is 26 
(Thanksgiving Day). 

• Attacker strength. Minimum for Chouigi pass, ISEQNO 391, 19421126. 
Maximum for Vistula-Oder, ISEQNO 511, 194550122. 

f Defender strength. Minimum for Medeah Farm, ISEQNO 368, 19181003. 
Maximum for Defense of Moscow, ISEQNO 489, 19410930. 

• Attacker casualties. Minimum for Kilsyth and Majuba Hill (tied), 
ISEQNO 23 and 232, respectively; 16440815 and 18810227, respectively. 
Maximum for First Somme, ISEQNO 304, 191660701. 

• Defender casualties. Minimum for Tippermuir, ISEQNO 22, 16440901. 
Maximum for Defense of Moscow, ISEQNO 489, 19410930. 

• Attacker advance (km). Minimum for Nieuport, ISEQNO 1, 16000702. 
(Several other battles were tied with Nieuport for the minimum.) 
Maximum for Vistula-Oder, ISEQNO 511, 19450112. 

• Attacker gain (sq km). Minimum for Nieuport, ISEQNO 1, 16000702. 
(Several battles were tied with Nieuport for the Minimum.) Maximum 
for Vistula-Oder, ISEQNO 511, 19450112. 

• Frontal density (troops per km). Minimum for Nomonhan Opening 
Engagement, ISEQNO 259, 1939053. Maximum for Minden, ISEQNO 75, 
17590801. 

• Battle date. Minimum for Nieuport, ISEQNO 1, 16000702. Maximum 
for Mount Hermon III, ISEQNO 601, 19731022. 

• Duration (days). Minimum for Nieuport, ISEQNO 1, 16000702. 
(Several other battles were tied with Nieuport for the minimum.) 
Maximum for Ypres III, ISEQNO 319, 19170731. 

t Width of front (km). Minimum for St Amand Farm, ISEQNO 355, 
19180718. Maximum for Moscow Counteroffensive, ISEQNO 490, 
19411205. 
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3-4. THE DISTRIBUTION OF BATTLES IN TIME. Figure 3-1 shows the cumulative 
distribution of battles by date. Note that very few battles in the comput- 
erized data base occurred between 1600 and 1620. Then a cluster of battles 
from the Thirty Years War is listed. Between that period and the era of 
the War of the Austrian Succession and the Seven Years War only a few battles 
are listed in the computerized data base, and so forth. Each major war 
contributed a cluster of battles to the computerized data base. Also, over 
half of the battles listed before 1900 occurred during either the Napoleonic 
Wars or the American Civil War. 
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3-5. FRACTION OF BAHLES WON BY THE AHACKER 

a. Figure 3-2 shows for selected time periods the fraction of battles 
won by the attacker in the computerized data base. Thus, in the 1600-1699 
time period, 36 out of the 48 battles listed in the computerized data base 
(i.e., 75 percent) were won by the attacker. Superficially, it appears 
from Figure 3-2 that the fraction of battles won by the attacker decreased 
gradually from 1600 to just before 1900, and thereafter rose somewhat; and 
perhaps it did. But the statistical confidence bands on the average frac- 
tions are so broad that the data are also consistent with the assumption 
that the fraction of the battles won by the attacker has remained constant 
at about 61 percent over the entire time period 1600-1979. This is shown 
in Figure 3-2 by the fact that all of the confidence bands overlap, usually 
by fairly wide margins, the line at 61 percent. 
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Figure 3-2. Fraction of Battles Won by Attacker versus Time Period 

b. Table 3-3, showing battle outcome versus time period, was prepared 
to examine this issue in more detail. The chi-square test for independence 
in contingency tables (Ref 3-1 and 3-2), applied to Table 3-3, indicates 
that the significance level is a little over 10 percent. So, the evidence 
in favor of a secular change in the probability of an attacker victory is 
too slight to be depended upon. 
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Table 3-3. Battle Outcome versus Time Period 

Time period 
Number of battles (percent of row total)s 

ATKWIN DRAW or DEFWIN Total 

1600-1699 

1700-1799 

1800-1849 

1850-1899 

1900-1939 

1940-1949 

1950-1979 

Total 

36 (75.00) 

38 (58.46) 

28 (54.90) 

39 (52.00) 

85 (58.22) 

107 (55.64) 

35 (66.04) 

368 (61.23) 

12 (25.00) 

27 (41.54) 

23 (45.10) 

36 (48.00) 

61 (41.78) 

56 (34.36) • 

18 (33.96) 

233 (38.77) 

48 (100.00) 

65 (100.00) 

51 (100.00) 

75 (100.00) 

146 (100.00) 

163 (100.00) 

53 (100.00) 

601 (100.00) 

^Percentages may not sum to total due to rounding. Chi-square = 10.01 
at 6 degrees of freedom, which is significant at a little over the 12 per- 
cent level. 

3-6. DISTRIBUTION OF BAHLE DURATIONS 

a. As noted in Appendix I, the HERO data base gives battle durations 
(T) in units of days, which is too coarse a time scale to be useful for 
many purposes, including any sophisticated statistical work on battle 
durations. However, it is of interest to obtain a descriptive distribution 
of battle durations for the computerized data base. This was done by a 
trial-and-error process of fitting alternative distributions to the empirical 
distribution of battle durations. 

b. Table 3-4 shows that the battle durations can be rather closely fit- 
ted by Weibull distributions with an offset of 1/2 day. This offset may be 
caused by the coarseness of the time scale. This is an intriguing finding 
since the Weibull distribution is often used as a distribution of time to 
failure in reliability engineering. Weibull distributions have also been 
reported to fit the distribution of the durations of battle and nonbattle 
personnel disablement periods (see the Editor's Introduction to Reference 
3-3), industrial strikes (Ref 3-4), and wars (see Ref 3-4 and the Editor's 
Introduction to Ref 3-3). 
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c. Although the Weibull distribution has a strong theoretical appeal 
because of its connection with the theory of reliability, it is nevertheless 
true that a lognormal distribution adequately fits the battle duration data, 
as shown in Table 3-4, Figure 3-3, and Figure 3-4. The lognormal distribu- 
tion also fits the duration data on wars and industrial strikes about as 
well as the Weibull distribution does (Ref 3-5). However, as Figures 3-3 
and 3-4 show, an exponential distribution is a much worse fit to the data 
than either the Weibull or the lognormal distribution. 
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Figure 3-3. Comparison of Battle Duration Distributions for All-HERO Data 
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Figure 3-4. Comparison of Battle Duration Distributions 
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d. For the durations of wars, Weiss (Ref 3-6) has derived a distribution 
entirely different from those cited above. No attempt was made in this 
phase of the CHASE Study to fit Weiss's form of distribution to the battle 
duration data. 

3-7. DISTRIBUTIONS OF SOME OTHER SELECTED QUANTITIES 

a. Description of Quantities Selected 

(1) We will present the empirical distributions of the following 
quantities: 

• Attacker's personnel casualty fraction, FX 

t Defender's personnel casualty fraction, FY ' 

• Attacker's personnel force ratio, FR   . 

• Defender's personnel casualty exchange ratio, CER 

t Attacker's adjudged mission accomplishment rating, ACHA 

• Defender's adjudged mission accomplishment rating, ACHD 

(2) Except for ACHA and ACHD, these quantities are not given directly 
by the information in the data base, but are derived from directly-given 
quantities. Their definitions are as follows (see also the Glossary): 

0 FX = CX / XO 

• FY = CY / YO 

• FR = XO / YD 

• CER = CX / CY 

• FER = FX / FY 

Clearly, FER may also be written in the mathematically equivalent form 
FER = CER / FR. 
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b. Summary Distributions. Table 3-5 gives the summary distributions of 
FX, FY, FR, CER, and FER. We observe from this tabulation that in the com- 
puterized data base battles, the defender's casualty fraction tends to be 
larger than the attacker's. For example, the median values of FX and FY 
are about 7.1 and 12.3, respectively, and FY is roughly double the FX at 
the same cumulative probability level. We also observe that casualty frac- 
tions in excess of 20 or 30 percent do occur in these battles, but that 
they are rare. The median FR value is about 1.5. Also, we see from Table 
3-5 that the attacker was outnumbered (that is, FR less than 1.0) in about 
1/3 of the battles in the computerized data base, was in fact outnumbered 
by better than 5 to 4 (that is, FR less than 0.8) in over 1/6 of those bat- 
tles, and was able to achieve better than a 3 to 1 force ratio (FR greater 
than 3.0) in about 1/6 of the battles. In about 2/3 of the battles, the 
force ratio was between 0.8 and 3.0. As shown by Table 3-5, the median CER 
is about 1.0, indicating that the attacker's casualties outnumber the defend- 
er's (that is, CER greater than 1.0) in about half of these battles. As 
shown by Table 3-5, the attacker's personnel casualties are 1/2 to 2 times 
the defender's in about half the battles. They are between 1/3 and 3 times 
the defender's casualties in about 2/3 of the battles. Although either the 
attacker's or the defender's casualty exchange ratio reportedly exceeds 100 
to 1 for some battles, these values strain one's credulity. Note that the 
personnel losses CX and CY are not supposed to include prisoners taken in 
pursuit after the main battle has ended (see Appendix E, paragraph E-2c(2)). 
Some of the FER values also seem incredibly high or low. 

Table 3-5. Summary Distributions of Some Selected Quantities 

__   Empirical cumulative distribution for Al -HERO data 

Quantity MIN 1/6 1/4 1/3 1/2 «3 1 3/4 1 5/6 MAX 

FX (percent) 0.122 1.750 2.546 3.529 7.065 12.141 16.129 21.818 84.455 

FY (percent) 0.033 3.512 5.085 7.292 12.282 20.688 28.266 36.296 100.00 

FR 0.236 0.809 0.948 1.077 1.522 2.031 2.438 3.034 20.1530 

CER 0.001 0.267 0.400 0.567 0.966 1.500 1.953 2.752 3,000.0 

FER 0.00139 0.158 0.242 0.336 0.519 1.050 1.357 1.889 1,323.5 
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c. Graphical Distributions 

(1) Distributions Other than 
3-8 provide graphical distribution 
that these empirical distribution 
ability scales. This was done to 
ical distribution curves. The str 
3-8 were fitted by eye to the empi 
suggest that FX, FY, FR, CER, and 
buted (see Ref 3-7 for a descripti 

Achievement Scores. Figures 3-5 through 
s for FX, FY, FR, CER, and FER. Note 
functions are plotted on lognormal prob- 
improve the linearity of the plotted empir- 
aight lines shown in Figures 3-6 through 
rical distribution functions. These graphs 
FER are approximately lognormally distri- 
on of the lognormal distribution). 
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Figure 3-5. Empirical Distribution of Personnel Casualty Fractions for 
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(2) Since FX, FY, FR, CER, and FER may be approximately lognormally 
distributed, it is appropriate to present some descriptive statistics for 
the distributions of their logarithms. This is done in Table 3-6. The 
headings in this table have the following significance: 

• MEAN is the average value of the quantity for the battles in the 
computerized data base (Ref 3-8). 

• S.D. is the standard deviation of the quantity for the battles in 
the computerized data base (Ref 3-8). 

• SKEW is the coefficient of skewness (see Glossary and Refs 3-1, 
3-8). 

0 XKURT is the coefficient of excess kurtosis, sometimes called 
simply the excess (see Glossary and Refs 3-1, 3-8). 

• MIN and MAX are the minimum and maximum values of the quantity in 
the computerized data base. The table gives the MIN and MAX 
values, and the ISEQNOs of the battles at which the MIN and MAX 
values occur. See Appendix H for an index of battles by ISEQNO. 

• Sample Size is the number of battles on which the MEAN and S.D. 
values are based (Ref 3-2). 

• PROB. KOLMOG. EXCEEDANCE is the probability that the Kolmogoroff 
test criterion is exceeded (see Glossary and Refs 3-2, 3-8, 3-9). 
The Kolmogoroff test is also sometimes called the 
Kolmogoroff-Smirnov test. 

Table 3-6. Descriptive Statistics of Some Selected Quantities Using 
All-Hero Data^ 

Quantity MEAN S.D. SKEW XKURT 
MIN MAX 

Sample 
size 

PROB. KOLMOG. 
EXCEEDANCE 
(percent) Value 1 ISEOHO Value 1 ISEOHO 

LOG(FX) -2.777 1.201 -0.322 -0.562 -6.705 23 -0.169 92 583 2.9 

LOG(FY) -2.178 1.238 -0.589 0.467 -8.006 22 0.000 78 583 16.9 

LOG(FR) 0.466 0.728 0.544 0.432 -1.372 531 3.003 371 598 6.0 

LOG(CER) -0.132 1.361 -0.057 3.675 -6.908 23 8.006 22 583 15.1 

LOG(FER) -0.599 

t, paragr 

1.482 

■aph 3-7c 

-0.190 

(2), Chapter 

2.019 

3, for I 

-6.580     23 

n explanation of the 

7.188     22 

column headings. 

583 7.7 

*See tex 
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The PROB. KOLMOG. EXCEEDANCE values provide a measure of how close the empir- 
ical distribution function is to being lognormal. Specifically, they indi- 
cate that the empirical distributions of FY and CER are approximately log- 
normal, that the empirical distributions of FR and FER may be only marginally 
lognormal, and that the empirical distribution of FX is statistically sign- 
ificantly different from lognormal. 

(3) Distributions of the Attacker's and Defender's Achievement Scores. 
Figure 3-9 presents the distributions of the attacker's and defender's 
achievement ratings. These quantities are symbolized by ACHA and ACHD, 
respectively. As explained in Appendices E and F, they are ratings on a 
scale of 0 (unsuccessful) to 10 (fully successful) of the extent to which 
the respective sides were able to accomplish their missions. From 
Figure 3-9, it is evident that, on the average, the attacker is rated higher 
in mission accomplishment than the defender--which is consistent with scor- 
ing the attacker as the victor in 61 percent of the battles, as mentioned 
in paragraph 3-5. As shown by the relative lengths of the bars in Figure 
3-9, the attacker is credited much more frequently than the defender with 
an achievement rating of 8, 9, or 10. Similarly, the defender is given 
much more frequently than the attacker an achievement rating of 2, 3, or 4. 

ACHIEVEMENT 
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r- 
20 
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PERCENT OF 
BATTLES 

Figure 3-9. Histogram of Achievanent Scores for Attackers and Defenders 
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3-8. THE DEPENDENCE OF VICTORY ON FORCE RATIO 

a. The question of the extent to which victory in battle is dependent 
on force ratio has been contemplated by many students of military history 
and science. Many of them have argued that force ratio has a strong, almost 
conclusive influence on the outcome. This view is represented by such 
aphorisms as "Get thar fustest with the mostest," "God is always on the 
side of the big battalions," "Place the maximum force at the decisive point," 
and so forth. Clausewitz (Ref 3-10), in Book 3, Chapter 8, inmediately 
after citing the examples of Leuthen, Rossbach, Dresden, Kolin, and Leipzig- 
-all of which were fought either by Frederick the Great or by Napoleon— 
states flatly that, "These examples may show that in modern Europe even the 
most talented general will find it very difficult to defeat an opponent 
twice his strength. When we observe that the skill of the greatest comman- 
ders may be counterbalanced by a 2 to 1 ratio in the fighting forces, we 
cannot doubt that in ordinary cases, whether the engagement be great or 
small, a significant superiority in numbers (it does not have to be more 
than double) will suffice to assure victory however adverse the other circum- 
stances. ... The first rule, therefore, should be: put the largest pos- 
sible army into the field." In a similar vein. General Depuy states (Ref 
3-11) that, "Conventional military wisdom has long had it that a defender 
can cope with a 3 to 1 adverse force ratio. ... Conventional wisdom, based 
on experience, is supported by wargaming and analysis. Over a long period, 
the wargames conducted at Ft. Leavenworth, Kansas, the Combined Arms Center 
of the US Army, affirm that the defender usually begins to lose when the 
attacker's advantages rise above 3 to 1. ... At the Army Materiel Systems 
Analysis Agency, Aberdeen Proving Ground, Maryland, the threshold is 2.6 to 
1. So, 3 to 1 is a good round figure." Nevertheless, several analyses 
applying quantitative methods to historical combat data found only a weak 
dependence of victory on force ratio (Refs 3-12, 3-13, 3-14, 3-15, 3-16, 
and 3-17). 
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b. To determine what light might be shed on this issue by the computer- 
ized data base, we constructed Table 3-7, displaying battle outcomes versus 
various ranges of force ratio. The chi-square test for independence in 
contingency tables (Refs 3-1, 3-2) applied to Table 3-7, indicates that the 
significance level is about 4 percent. Hence, battle outcomes do indeed 
depend on force ratio. 

Table 3-7. Battle Outcome versus Force Ratio for All-HERO Data 

Force ratio 

Range 

Number of battles (percent of row total)a 

DEFWIN DRAW ATKWIN Total 

Less than 1/3 2 (40.0) 0 (0.0) 3 (60.0) 5 (100.00) 

Between 1/3 and 2/3 23 (51.1) 1 (2.2) 21 (46.7) 45 (100.00) 

Between 2/3 and 3/2 88 (35.8) 16 (6.5) 142 (57.7) 246 (100.00) 

Between 3/2 and 3 60 (30.6) 12 (6.1) 124 (63.3) 196 (100.00) 

Greater than 3 23 (21.7) 5 (4.7) 78 (73.6) 106 (100.00) 

Total 

not 
dom. 

196 (32.8) 

sum to total 
which is si 

34 (5.7) 

due to rounc 
gnificant at 

368 (61.5) 

ing. Chi-squ 
about the 4.0 

598 (100.00) 

^Percentages may 
at 8 degrees of free 

are = 16.18 
percent level. 

c. However, the degree of dependence is by no means as marked as some 
might have expected. For example, although the attacker wins about 74 percent 
of the battles in which the force ratio is at least 3, he also wins about 
62 percent of the battles regardless of whether the force ratio is favorable 
or not. Hence, a force ratio of 3 raises the attacker's chance of winning 
from about 62 percent to about 74 percent. No doubt this is a worthwhile 
increase, and one the attacker is surely loath to forego, but it is far 
from assuring a victory by the attacker. Nor is it by any means necessary 
for the attacker to muster a 3 to 1, or even a 2 to 1, advantage to win. 
Table 3-7 shows that the attacker's chance of winning is still close to 50 
percent even for FR values between 1/3 and 2/3, that is, when the attacker 
is outnumbered by between 1 to 3 and 2 to 3. 

d. That there is a statistically significant, but only a weak and not 
particularly reliable dependence of battle outcome on force ratio, is a 
finding that supports and confirms the earlier quantitative analyses cited 
in the preceding paragraph. The search for factors associated with victory 
is continued in Chapter 4. 
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3-9. NEXT STEPS FOR DESCRIPTIVE STATISTICS. The present findings are but 
a token of the descriptive statistics that could be developed. Table 3-8 
lists some of the desirable next steps for descriptive statistics work. 

Table 3-8. Next Steps for Descriptive Statistics 

• Recalculate and revise the descriptive statistics as the CDES results 
become available 

• What data to trust, include, or treat separately hinges on resolution 
of the WWII anomaly (see Chapter 4, paragraph 4-4 for a description 
of the WWII anomaly) 

• Add distributions of rates (of advance, of losses, etc.) as CDES 
provides more precise data on battle durations 

• Plot selected values versus battle date 

• Correlate and cross-plot pairs of variables, e.g., 

~ The two measures of surprise (SURRA and SURPAA) 

— Maneuver (MANA) and linear troop density 

~ Casualties (CX and CY) 

• Look for connections between the subjective and objective assessments, 
e.g., subjective terrain favoring attacker (TERRA) vs 

— Objective terrain descriptors (TERRA1/TERRA2) 

~ Objective weather descriptors (WX1/WX2/WX3) 

• Try to fit functions to various distributions, e.g., 

— Are the attacker and defender casualty fractions (FX and FY) 
Wei bul1-di stri buted? 

~ Is the force ratio (FR) lognormally distributed? 

— Is battle duration (T) distributed according to Weiss's formula? 

• Look for interrelationships among variables, e.g., between losses and 
battle duration 

• What can be said about losses of heavy equipment (such as armor, 
artillery, air) 

t Interpret and document findings 
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3-10. CONCLUDING OBSERVATIONS ON DESCRIPTIVE STATISTICS 

a. Descriptive statistics express succinctly the predominant character- 
istics of a mass of data and provide insights that usefully supplement those 
obtained by a study of individual cases. However, a clear perception of 
cause and effect relationships usually requires more sophisticated techniques. 

b. The HERO data base is mainly representative of short, pitched land 
combat battles fought by organized division- and corps-sized military forma- 
tions during the 19th and early 20th centuries in Europe and North America. 

c. The attacker won about 61 percent of the 601 battles recorded in the 
HERO data base. The probability of an attacker victory may have declined 
slightly from 1600 to about 1850-1900, and then risen between 1850-1900 to 
the 1970s, but the evidence for this gradual secular change is too slight 
to be depended upon. 

d. Battle durations seem to be distributed approximately as Weibull or 
lognormal random variables. 

e. The defender's personnel casualty fraction tends to be larger than 
the attacker's. 

f. The attacker's personnel force ratio seems to be distributed roughly 
as a lognormal random variable. The attacker outnumbers the defender by a 
3 to 1 margin in only about one-sixth of the battles. Victory seems to 
depend somewhat on force ratio, but not in a particularly reliable way. A 
3 to 1 force ratio is neither necessary nor sufficient to assure a victory 
in a battle. 

g. The defender's personnel casualty exchange ratio is distributed 
approximately as a lognormal random variable. Since its median value is 
close to unity, the attacker's personnel casualties outnumber the defender's 
in about half the battles. 

h. The defender's personnel fractional exchange ratio seems to be distri- 
buted roughly as a lognormal random variable. It is less than unity in 
about two-thirds of the battles. 
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CHAPTER 4 

FACTORS ASSOCIATED WITH VICTORY 

4-1. INTRODUCTION 

a. Scope and Objectives. This chapter presents an initial analysis of 
the factors associated with victory. It can be considered as an early stage 
in the refinement and expansion of the discussion of the dependence of vic- 
tory on force ratio in Chapter 3, paragraph 3-8. This work is motivated 
partly by the desire to uncover all of the important causes of victory in 
battle. However, it is also motivated by the following important technical 
statistical considerations. Many of the statistical techniques intended 
for subsequent use in CHASE require variables that are one-dimensional, 
continuous, unbounded above and below, and equipped with a measure of the 
distance between two different values. Yet the conventional designation of 
battle outcomes as wins and losses (or as wins, losses, and draws) provides 
only a discontinuous and bounded variable that, while one-dimensional, is 
not equipped with any evident measure of the distance between two different 
values. Thus, a main goal of this preliminary analysis is to find at least 
one variable that is: 

(1) One-dimensional. 

(2) Continuous. 

(3) Unbounded above and below. 

(4) Equipped with a measure of the distance between two different 
values. 

'   (5) Sufficiently representative of the conventional win, lose, or 
draw categories of battle outcome that it can be substituted for them in 
later statistical analyses. 

b. Outline of Approach. Each of the following six variables will be 
considered for suitability as a surrogate for the conventional battle out- 
come categories: 

(1) Force ratio (FR) 

(2) Bitterness (EPS) 

(3) Casualty exchange ratio (CER) 

(4) Fractional exchange ratio (FER) 

(5) Advantage (ADV) 

(6) Residual advantage (RESADV) 
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Each of these variables can be defined objectively and quantitatively in 
terms of the initial personnel strengths and losses to the engaged sides, 
as shown in paragraph 4-2, below. Thus, all of them are determined by 
objective numerical data rather than by subjective or qualitative data. In 
addition, each of them (possibly after taking their logarithms, as in the 
case of FR, EPS, CER, and PER) satisfies criteria (1) through (4), above. 
Thus, (5) is the only criterion that remains to be addressed. In this paper, 
logistic regression is the principal technique used to assess the degree to 
which the surrogate variables are representative of the conventional battle 
outcome categories (win, lose, or draw). Logistic regression--not to be 
confused with logarithmic regression--is a statistical method that is widely 
used for similar purposes in traffic flow, safety, toxicology, pharmacology, 
economics, sociology, and other disciplines. Appendix J provides an intro- 
duction to the theory of this technique. For additional related material 
see Refs 4-1, 4-2, and 4-3. However, before applying logistic regression, 
we need to define some of the candidate variables (particularly ADV, EPS, 
and RESADV) and to indicate why they are included as possible surrogates 
for the conventional battle outcome categories. 

4-2. DEFINITION AND EMPIRICAL DETERMINATION OF CANDIDATE VARIABLES 

a. Orientation. The variables FR, CER, and FER were defined in Chapter 
3, paragraph 3-7, and do not require further explanation. The variables 
ADV and EPS arise naturally from a consideration of Lanchester's square-law 
equations, and RESADV is defined in terms of ADV and FR. Accordingly, we 
begin with a consideration of Lanchester's equations which we write in the 
form: 

dX/dt = - DD * Y                                     (4-1.1) 

dY/dt = - AA * X                                   (4-1.2) 

X(0) = XQ .   (4-1.3) 

Y(0) = YO (4-1.4) 

where X = X(t) and Y = Y(t) are the attacker's and the defender's surviving 
personnel strengths at time t into the battle, XO and YO are the attacker's 
and defender's initial personnel strengths, and AA and DD are the attacker's 
and the defender's personnel activity parameters that measure the rate at 
which they inflict losses on the opposing side (in number of opponents lost 
per friendly troop per unit time). The following discussion of these equa- 
tions is based on material in Refs 4-4, 4-5, and 4-6. 
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b. Solution of Lanchester's Equations. A general scientific principle 
is to consolidate two or more variables into one dimensionless quantity in 
order to simplify the problem by reducing the number of variables that need 
to be addressed. To apply this principle to Lanchester's equations, divide 
the strengths by their initial values to write Equations (4-1) as: 

dA/dt = - DELTA * D (4-2.1) 

dD/dt = - ALPHA * A (4-2.2) 

A(0) =1 (4-2.3) 

D(0) =1 (4-2.4) 

where: 

A = X / XO (4-3.1) 

D = Y / YO (4-3.2) 

ALPHA = AA * XO / YO (4-3.3) 

DELTA = DD * YO / XO (4-3.4) 

The solution of Equations (4-2) can be written as: 

A = COSH(EPS) - MU * SINH(EPS) (4-4.1) 

D = COSH(EPS) - MU-1 * SINH(EPS) (4-4.2) 

where: 

and: 

MU = SQR (DELTA / ALPHA) 

= (YO / XO) * SQR (DD / AA) (4-5) 

EPS = T * LAMBDA (4-6) 

LAMBDA = SQR (ALPHA * DELTA) = SQR (AA * DD)               (4-7) 

T = Duration of the battle, in time units. 

c. Theoretical Interpretation of the Parameters Appearing in the 
Solution of Lanchester's Equations. The parameters in question are EPS, 
MU, and LAMBDA, where EPS and LAMBDA are related as in Equation (4-6). As 
will now be explained, these parameters are of important theoretical sign- 
ificance. Moreover, as is shown in paragraph 4-2d, their values for a battle 
can be estimated from historical data. The empirical values of 
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these parameters will play a large role throughout the remainder 
chapter. By Equation (4-7), LAMBDA is the geometric mean of the 
and the defender's activity coefficients in a battle and has the 
of a rate. Accordingly, LAMBDA is an index of the average rate 
the casualty fractions increase during a battle, and so will be 
intensity of the battle. Then EPS, being by Equation (4-6) the 
an average rate by the time over which it persists, is an index 
casualty fraction incurred over the whole course of the battle, 
will be called the bitterness of the battle (see also Equation ( 
The value of MU determines which side has the upper hand, in the 

of this 
attacker's 
dimensions 

at which 
called the 
product of 
of the total 
Hence, it 

4-12.2)). 
sense that: 

(1) If MU is greater than 1, then A theoretically goes to zero before 
D does and so the defender has the upper hand. 

(2) If MU is less than 1, then D theoretically goes to zero before A 
does and so the attacker has the upper hand. 

Accordingly, we define the (defender's) advantage to be: 

ADV = LOG(MU), (4-8) 

so that the defender theoretically has the advantage when ADV is greater 
than zero but is at a disadvantage relative to the attacker when ADV is 
less than zero, as illustrated in Figure 4-1. 

SURVIVING FRACTION 

OF ATTACKER (A) 

0    SURVIVING FRACTION 
OF DEFENDER (D) 

Figure 4-1.    Effect of Advantage on Attrition History 
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d. Empirical Determination of ADV and EPS 

(1) Empirical Formulas for MU, ADV and EPS. Equations (4-8), (4-5) 
(4-6) and (4-3) give the MU, EPS, and ADV parameters in terms of the 
Lanchesterian personnel activity parameters AA and DD. These formulas can, 
of course, be used only when the activity parameters are known a priori. 
However, Refs 4-4 and 4-6 show that empirical estimates of MU, EPS and ADV 
can be obtained from empirical values of the initial and the final 
strengths, even though a priori values of the activity parameters are 
unknown. Now, the HERO data base does give the initial personnel strengths 
(XO and YO), and the personnel battle casualties (CX and CY) suffered in 
the course of the battle. The method of Refs 4-4 and 4-6 sketched below 
shows how to use these data to obtain empirical estimates of MU, EPS and 
ADV. (Although the method obviously applies when X and Y are interpreted 
as empirical values for the surviving personnel at any time t after the 
start of the battle, most applications of it—including those in this 
paper—have to take t = T, i.e., they have to use the empirical values of X 
and Y at the end of the battle. The reason for this is, of course, that 
historical data are seldom available on surviving strengths at intermediate 
times during the battle.) When XO and YO are the initial personnel 
strengths, and CX and CY are the battle casualties at time t into the 
battle, the corresponding surviving strengths are 

X = XO - CX 

Y = YO - CY 

and Equations (4-3) give the surviving personnel fractions as 

A = X / XO 

D = Y / YO 

Then, as shown in Refs 4-4 and 4-6, Equations (4-4) can be solved for MU 
and EPS in terms of A and D to obtain the following empirical estimates of 
MU and EPS: 

MU = SQR ((1 - A2) / (1 - D2)) (4_9) 

EPS = LOG ((1 + MU) / (A + D * MU)) (4_10) 

Equation (4-8) then yields the empirical estimate of ADV as 

ADV = LOG (MU) 

(2) Approximations to the Empirical Formulas for MU, EPS and ADV. 
For the battles in the computerized data base, EPS is often less than 0.2 
or 0.3. The values of the hyperbolic functions for small values of EPS are 
shown in Table 4-1. 
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Table 4-1. Hyperbolic Functions for Small Values of EPS 

EPS COSH(EPS) SINH(EPS) 

. 0.0 1.00000 0.00000 
0.1 1.00500 0.10017 
0.2 1.02007 0.20134 
0.3 1.04534 0.30452 
0.4 1.08107 ■ ' 0.41075 
0.5 1.12763 0.52110 

From Table 4-1, we see that for sufficiently small, values of EPS, the foT 
lowing approximations hold: 

COSH(EPS) = 1 

SINH(EPS) = EPS 
(4-11) 

Substituting these approximations into Equations (4-4), recalling that by 
definition FX = 1 - A and FY = 1 - D, and solving for MU and EPS yields the 
following approximations: 

MU = SQR (FX / FY) = SQR (FER) 

EPS = SQR (FX * FY). 

(4-12.1) 

(4-12.2) 

Equations (4-12) will be called the linear approximations. By expanding 
the hyperbolic functions in a series and retaining in all calculations only 
terms of order EPS^ or lower, the following more exact approximations can 
be derived: 

MU2 = FER * ((1 - FX / 2) / (1 - FY / 2)) 

EPS2 = (FX * FY) / (1 - (FX + FY) / 2) 

(4-13.1) 

(4-13.2) 

Equations (4-13) will be called the cubic approximations. To test the 
validity of these approximations, we compare the approximate values of MU 
(or of ADV = LOG(MU)) and EPS based on them to the exact values based on 
Equations (4-9) and (4-10). The results for the computerized data base are 
shown in Figures 4-2, 4-3 and 4-4, and can be summarized as follows: 
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(a) Fiqure 4-2 shows that ADV = LOG (MU) is approximately equal to 
ih) *  LOG (FER), as asserted by Equation (4-12.1). 

ADV 

4 -1 

0 - 

-4 -2 ■1       0 

(1/2) * LOG(FER) 

Figure 4-2. Comparison of Exact and Linear Approximation Values for ADV 
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(b) Equation (4-12.2) is a fairly good approximation when EPS is 
less than 0.2 (Figure 4-3). 

EPS 
1.0 _ 

0,8 - 

0.6 _ 

0.4 _ 

0.2 - 

° ■= 1 1 1 ^ 1 
Q..Z 0.4 0.6 0.8 1.0 

SQR (FX * FY) 

Figure 4-3. Comparison of Exact and Linear Approximation Values for EPS 
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Equation (4-13.2) is a better approximation, valid for the entire computer- 
ized data base (Figure 4-4). 

EPS 
1.2 

1.0 - 

0.3 

0.6 - 

0.4 - 

0.2 - 

I 1 I I 1 I 
0       0-2       0.4        0.6       0.8       1.0       1.2 

SQR((FX * FY)/(1 - (FX + FY)/2) 

Figure 4-4. Comparison of Exact and Cubic Approximation Values for EPS 
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(3) Interpretation. These approximations illuminate the tactical 
significance of the parameters MU and EPS and confirm the theoretical inter- 
pretation of them offered in paragraph 4-2c. This is especially true for 
EPS (bitterness) since it is related directly to the geometric mean of the 
casualty fractions FX and FY as shown by Figure 4-3. Thus, EPS does indeed 
correspond to the nontechnical concept of the bitterness or bloodiness of a 
battle. The interpretation of ADV as an index of (the defender's) advantage 
is confirmed by Figure 4-5. That figure was generated by: 

(a) Listing the battles in increasing order by their empirical ADV 
values, 

(b) Segmenting this list into blocks of 40 contiguous battles each 
and averaging the ADV values for the battles in each block, 

(c) Computing for each block the proportion of battles won by the 
attacker and the usual 95 percent confidence band about that proportion, 
and 

(d) Plotting the values found in step (c) against those found in 
step (b), with a 95 percent confidence band on the proportion. 

That the probability of an attacker victory depends strongly on ADV, and in 
particular declines precipitously as ADV changes from about -0.2 to +0.2, 
is beyond doubt. The method used to generate Figure 4-5 is technically 
crude and so has a number of serious limitations. However, this is a 
situation that is quite suitable for the application of logistic regression 
techniques, to which we will turn in paragraph 4-3. 

PROPORTION OF 
BATTLES (Z) 
100 

Figure 4-5. 

ADJUSTED ADV 

Proportion of Battles Won by Attacker versus Adjusted ADV 
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e. Determination of RESADV. References 4-4, 4-5, and 4-6 present 
evidence that, on the average, ADV depends approximately linearly on LOG(FR), 
so that: 

ADV = a + b * LOG(FR) + RESADV, (4-14) 

where a and b are the so-called regression coefficients and the residual 
RESADV behaves like a normal random variable with zero mean. On the basis 
of empirical evidence, Ref 4-4, 4-5, and 4-6 suggested that RESADV might be 
even more closely related to victory in battle than ADV. The empirical 
value of RESADV depends on what values are used for the regression coeffi- 
cients, so we define the residual advantage relative to particular values 
of the regression coefficients to be: 

RESADV(a,b) = ADV - a - b * LOG(FR). (4-15) 

RESADV(a,b) can be considered to be the residual value of ADV after the 
average effect of any differences in PR values is removed. Reference 4-6 
suggested on empirical grounds that the values a = 0 and b = -1/3 are fairly 
representative, so in this paper they are considered to be the "standard" 
values. Often RESADV(a,b) can be abbreviated to RESADV—usually the context 
will make it clear whether RESADV is to be interpreted as the general expres- 
sion in Equation (4-15) or as the value relative to some particular choice 
of regression coefficients. 

4-3. LOGISTIC REGRESSION 

a. Orientation. Logistic regression techniques (see Appendix J) will 
be used to search for at least one variable that satisfies the criteria 
stated in paragraph 4-1. After reviewing the various logistic regression 
calculations that were considered, attention is focussed on the independent 
variables most closely associated with victory. The intimate association 
of these variables with victory is confirmed by a closer analysis and from 
several different points of view. Some observations are offered on the 
significance and application of these findings. 
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b. Choices for Logistic Regression Calculations. Many logistic regres- 
sion calculations are conceivable, since the regression problem can be spec- 
ified in various ways. All of the specifications addressed in this chapter 
are a subset of those outlined in Table 4-2, and the choices listed therein 
are explained later in this paragraph. Results and interpretations of the 
logistic regressions are presented in subsequent paragraphs. 

Table 4-2. Choices for Logistic Regression Computations 

1. Treatment of drawn battles 

1.1 Draws treated as draws, an outcome distinct 
from an attacker or a defender win 

1.2 Draws treated as a defeat to the attacker, 
and hence as a win for the defender 

2. Data subsets 

2.1 All-HERO 

2.2 Pre-1940 or post-1940 

2.3 WWII or non-WWII 

2.4 1500-1699, 1700-1799, 1600-1799, 1800-1849, 
1850-1899, 1900-1939, 1940-1949, 1950-1979 

3. Independent variables 

3.1 ADV 

3.2 LOG(FER) 

3.3 RESADV 

3.4 LOG(CER) 

3.5 LOG(EPS) 

3.6 LOG(FR) 

4. Strengths adjusted or unadjusted for replacement. 

5. Symmetry forced or not forced. 
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(1) Treatment of Draws. In the data base, battle outcomes are recorded 
under WINA (see Glossary) as attacker wins, defender wins, or draws. It 
can be argued that draws should be lumped with the defender victories, since 
in drawn battles the defender stymies the attacker and prevents him from 
achieving his offensive ambitions. Although, for the most part, our logistic 
regression calculations treat draws as draws, in some cases the calculations 
were repeated with draws counted as defender wins in order to see how that 
would affect the results. 

(2) Data Subsets. Various battle groupings can supply the observations 
to which the logistic functions are fitted. The battle groupings used in 
this chapter are indicated in Table 4-2. 

(3) Independent Variables. In this paper, each of the variables ident- 
ified in paragraph 4-lb and repeated in Table 4-2 were used as the indepen- 
dent variable in one or more logistic regression calculations. Of course, 
considering the findings of paragraph 4-2, we anticipate that: 

(a) Using ADV or LOG(FER) as the independent variable should lead 
to essentially the same logistic regression results. By Equations (4-12.1) 
and (4-8), we have the linear approximation: 

ADV = L06(MU) = ih)  * LOG(FER), 

so that ADV is approximately half LOG(FER). 

(b) LOG(EPS) should be only weakly related to WINA, since by para- 
graph 4-2c EPS theoretically does not affect winning or losing. 
The logistic regression results presented later (see Table 4-3) tend to 
confirm these expectations. 

(4) Adjustment of Strengths. Paragraph 4-2 defines the independent 
variables in terms of the initial and final personnel strengths of the 
engaged sides in a battle. But the data base gives "total engaged" personnel 
strengths which for most of the battles are the desired initial strengths, 
but which for some battles are either average daily strengths or total 
strength committed during the course of the battle. Unfortunately, the 
HERO data base does not identify which "total engaged" values are initial 
and which are not. Clarification of this situation is part of the CDES 
contract, as explained in Appendix I (paragraph I-3c) but the results were 
not available for use in this paper. Accordingly, some of the logistic 
regression calculations use the "total engaged" values as though they were 
in all cases the initial strengths--these are called the unadjusted strengths. 
However, in most of the logistic regression calculations, the following 
procedure was used to adjust the "total engaged" values to approximate the 
effect of replacements: 

(a) If the battle duration T is less than 10 days, the initial 
strength is taken equal to the "total engaged" strength. 
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(b) If the battle duration is at least 10 but less than 20 days, 
the initial strengths are taken to be: 

XO = Total Engaged (ATK) + CX /2 

YO = Total Engaged (DEF) + CY /2 

(c) If the battle lasts 20 days or more, the initial strengths are 
taken to be: 

XO = Total Engaged (ATK) + CX 

YO = Total Engaged (DEF) + CY. 

(d) In all cases, final strengths are calculated as: 

X = XO - CX 

Y = YO - CY. 

This adjustment process is clearly only a rough approximation to the effects 
of replacements over a lengthy battle. Fortunately, this chapter's logistic 
regression results are nearly the same whether adjusted or unadjusted 
strengths are used. This is partly due to the fact that battles in the 
HERO data base seldom continue for as long as 10 or 20 days. For example, 
only about 4 percent of the battles lasted at least 10 but less than 20 
days. Another 4 percent lasted 20 days or more (see, for example, the 
columns labeled "Empirical" in Chapter 3, Table 3-4). 

(5) Symmetry. In the notation of Appendix J, a logistic function is 
said to be symmetric if 

Pr(xn) = 1 / (1 + R) 

for all n = 1(1)N whenever Xpp = 0 for n = 1(1)N and p = 1(1)P. The 
logistic function fitted to tne observations can be forced to be symmetric 
simply by setting Xno = 0 for n = 1(1)N. On the other hand, if X^Q = 1 for 
n = 1(1)N, then symmetry is not forced and the fitted logistic function may 
or may not turn out to be symmetric. Syimietry was forced in the numerical 
example of Appendix J, paragraph J-5. However, for that example, the 
fitted function would be symmetric in any case because the observations are 
symmetric (in the sense of reflection through the point at x = 0 and 
Pl(0) = 50 percent, as shown in Appendix J, Figure J-1). For most of the 
logistic regression calculations in this chapter, symmetry is not forced, 
but in some instances a close approximation to it arises naturally from the 
fitting process. 

c. Logistic Regression Findings 

(1) Selection of Variables for Further Analysis. The selection of 
variables for detailed investigation will be done by choosing, from among 
the six variables in Table 4-2, those that best fit the data on battle 
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outcomes for the non-WWII data subset. The situation for the WWII data 
subset will be addressed in paragraph 4-4. Here, draws are counted as 
draws, strengths are adjusted, and symmetry is not forced. The basic 
results of the logistic regression computations for this situation are 
presented in Table 4-3. The column labeled L(0) gives the loglikelihood 
value when all of the fitted parameters are set equal to zero (cf. Appendix 
J, Equation (J-14)). The column labeled MAX.L gives the maximum loglikeli- 
hood value reached by the DALOFIT logistic regression program. The columns 
labeled a(l,0), a(l,l), a(2,0), and a(2,l) give the maximum likelihood 
parameter values of the logistic function fitted to the data subset used. 
Here a(r,p) is the logistic regression coefficient for essential response 
level r and parameter p, with r=l used for a draw and r=2 used for ATK 
wins. The columns labeled SD(1,0), SD{1,1), SD(2,0), and SD(2,1) give the 
standard deviations of the maximum likelihood parameters. Thus, SD(1,0) is 
the estimated standard deviation of a(l,0), etc. 

Table 4-3. Logistic Regression Results^ 

Independent 
variable 

ADV 
LOG(FER) 
RESADVb 
LOG(CER) 
LOG(EPS) 
LOG(FR) 

Number of 
data points 

427 
427 
427 
427 
427 
435c 

L(g) 

-469 
-469 
-469 
-469 
-469 
-478 

HAX.L a(l.O) 

-219 
-219 
-222 
-239 
-354 
-362 

-1.527 
-1.522 
-1.214 
-1.248 
-1.832 
-1.892 

SD(l.O) 

0.26 
0.26 
0.24 
0.26 
0.54 
0.25 

a(l.l) I SD(l.l) 

-3.783 
-1.733 
-3.477 
-1.225 
0.013 
0.364 

0.80 
0.37 
0.78 
0.32 
0.22 
0.30 

a(2.0) \   SD(2.0)  a(2.1) 

0.247 
0.242 
0.770 
0.888 
0.905 
0.468 

0.15 
0.15 
0.16 
0.15 
0.27 
0.11 

apor draws counted as draws. non-WWII data subset, adjusted strengths, and symmetry not forced. 

bThe standard values RESADV(0.-l/3) are used. 

CEight non-WWII battles have data for both XO and YO, but are missing data on either CX or CY. 

-5.997 
-2.770 
-6.136 
-2.308 
0.164 
0.326 

SD(2,1) 

0.63 
0.29 
0.53 
0.24 
0.11 
0.16 

(2) Ranking of Variables. A rough measure of the relative quality of 
the logistic regression fits is provided by the increase in loglikelihood, 
i.e., by the quantity: 

MAX.L - L(0). 

For this measure, it is seen that the variables ADV, LOG(FER), and RESADV 
are approximately tied for best fit. The variable LOG(CER) is fourth best. 
The variables LOG(EPS) and LOG(FR) are approximately tied for worst fit. 
Table 4-3 also shows that the variables ADV and LOG(FER) are essentially 
equivalent with regard to logistic regression as can be seen from the facts 
that: 

(a) The fitted parameters a(l,0) and a(2,0) for L06(FER) are pract- 
ically the same as for ADV. The corresponding standard deviations SD(1,0) 
and SD(2,0) are also practically the same. 

4-15 



CAA-TP-86-2 

(b) The fitted parameters a(l,l) and a(2,l) for LOG(FER) are 
approximately half those for ADV--as expected from the fact that LOG(FER) 
is approximately twice ADV, as was shown in paragraph 4-3a{3). The 
corresponding standard deviations SD(1,1) and SD(2,1) also follow this 
pattern. 

d. ADV and Probability of Victory 

(1) Fitted Logistic Functions. The logistic functions fitted to the 
non-WWII data subset are plotted in Figure 4-6. While Figure 4-6 is con- 
ceptually similar to Figure 4-5, it provides a much better and more detailed 
view of the connection between ADV and battle outcome. 

PR06(Z) 
100-I 

-1.0  -0.8  -0.6 -0.1  -0.2  0.0 
ADJUSTED ADVANTAGE 

0.^       0.6 1.0 

Figure 4-6. Probability of Battle Outcoine for Non-UWII Battles 
versus Adjusted Advantage 

Figure 4-6 shows that the defender's probability of victory rises sharply 
as ADV increases. Also, PROB(DRAW) rises to a maximum near ADV = 0, and at 
that point PROB(ATKWIN) is about equal to PROB(DEFWIN), again confirming 
that ADV is a measure of the defender's advantage--more drawn battles occur 
when ADV = 0 because the two sides are about evenly balanced. Although 
symmetry was not forced, the curves for PROB{DEFWIN) and PROB(ATKWIN) are 
nevertheless nearly symmetric. When drawn battles are lumped with defender 
wins, the curves for PROB(DEFWIN) and PROB(ATKWIN) are almost exactly sym- 
metric. The attacker won the greater proportion of non-WWII battles, and 
in fact for this data subset ADV tends to be negative (so that the defender 
was at a disadvantage in most of the battles). This is shown in 
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Figure 4-6 by the arrows designating the MEAN value of ADV, the MEAN + 1 
SD, or the MEAN - 1 SD, the MEAN and SD being for the adjusted ADV values 
in the non-WWII data subset. That the greater proportion of attacker vic- 
tories is reflected in a tendency toward lower ADV values, rather than in 
an asymmetry of the curves for PROB(DEFWIN) and PROB(ATKWIN), is further 
evidence that ADV has a \iery  deep and fundamental connection with victory 
in battle. Thus, ADV appears to have the sought-for properties listed in 
paragraph 4-1. The other variables tied with ADV for best fit also possess 
the sought-for properties. However, the theoretical rationale for the rela- 
tion of ADV (or equivalently of LOG(FER)) to victory is currently stronger 
than for RESADV. For this reason, the remainder of this chapter focuses on 
ADV and LOG(FER) as the variables most closely associated with victory in 
battle. Additional important information about them will be developed in 
subsequent paragraphs of this chapter. 

(2) Observed and Fitted Probabilities of Victory. A key issue is 
whether the fitted logistic functions give the correct probability of 
victory. A plot of the observed versus the fitted probability of victory 
provides a visual representation of the fit. Figure 4-7 shows a plot of 
this type for the non-WWII data when adjusted ADV is used as the independent 
variable in the logistic regression function. The fit to the probability 
that the attacker wins is \/ery  good, as shown by the fact that the observed 
proportions of attacker victories generally fall close to their fitted values 
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BATTLES WON 
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(%)     100 
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Figure 4-7. Proportion of Battles Won by Attacker and Fit Based 
on Adjusted ADV for Non-WWII Data (427 battles) 
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Figure 4-8 shows a plot of the observed versus the fitted probability of an 
attacker victory based on adjusted LOG(FR). It reveals that the fitted 
probability of an attacker victory nearly always predicts win probabilities 
close to the average overall proportion of attacker victories. So the log- 
istic regression fit based on LOG(FR) does not identify those battles whose 
probability of attacker victory is markedly higher or lower than the average. 
Hence, one could do almost as well simply by using the average proportion 
of attacker victories as by using the fitted probability. Accordingly, 
LOG(FR) is not nearly as precise a determiner of victory as is ADV. 
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Figure 4-8. Proportion of Battles Won by Attacker and Fit Based 
on Adjusted Force Ratio for Non-WWII Data (435 battles) 
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Figure 4-9 shows how the observed probability of an attacker victory in the 
CORG data base of 175 battles compares with those predicted using the log- 
istic function fitted to the non-WWII subset of the HERO data base. Although 
the observed proportion of attacker victories seems to be somewhat higher 
than expected for fitted probabilities of 30 percent or less, the overall 
agreement is acceptable. This indicates that the logistic functions fitted 
to the non-WWII subset of the HERO data can be applied successfully to other 
data bases. 
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Figure 4-9. Proportion of CORG Data Base Battles Won by Attacker and 
Fit Based on Adjusted ADV for Non-WWII HERO Battles 
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Table 4-4 shows how this works out for still another data set--one specifi- 
cally chosen to contain a high number of battles that occurred either ^^ery 
early or very late in time. None of these battles appear in the non-WWII 
HERO data subset. The degree of agreement is very encouraging, and 
suggests that the relation between ADV and victory in battle has persisted 
essentially unchanged for a remarkably long period of time. Because of 
this persistence, it is reasonable to expect it to persist for the foresee- 
able future. This further confirms the choice of ADV and LOG(FER) as the 
variables to subject to further analysis. 

Table 4-4. Predicted and Observed Winner for Some Battles 
of Extreme Dates 

No Date Name 
Observed 

ADV 
Predicted^ 
P(ATKWIN) 

Reported 
winner 

1 1944 Kwajalein North -1.30 0.99 ATK 
2 1944 Kwajalein South -1.10 0.98 ATK 
3 1944 Eniwetok -1.00 0.98 ATK 
4 1222 Indus -0.95 0.98 ATK 
5 1512 Ravenna -0.61 0.94 ATK 
6 1943 Attu -0.60 0.94 ATK 
7 1944 Guam - -0.53 0.92 ATK 
8 1944 Saipan -0.42 0.89 ATK 
9 1945 Iwo Jima -0.36 0.86 ATK 

10 1982 Falkland Islands -0.2 to -0.9  0 74 to 0.99 ATK 
11 280 B C. Heraclea -0.18 0.73 ATK 
12 1562 Dreux -0.13 0.67 ATK 
13 1968 Khe Sanh 0.16 0.31 DEF 
14 351 Mursa 0.18 0.28 ATK 
15 1515 Marignano 0.30 0.16 DEF 
16 279 B C. Asculum 0.33 0.14 DEF 
17 1386 Sempach 0.52 0.05 DEF 
18 1944 

ion 

Driniumor River 

using observed ADV and 

0.82 

fit to non-WWII 

0.01 

data base. 

DEF 

^Predict 

(3) Observations 

(a) On the Relation of Victory and ADV. In view of the theoretical 
interpretations offered in paragraph 4-2c, the findings: (1) that ADV and 
LOG(FER) are essentially equivalent, and (2) that they measure the 
defender's advantage can be explained by postulating that forces engaged in 
battle are "rational" in the sense that they have a very strong tendency to 
get out of the situation when the ADV or LOG(FER) values are unfavorable to 
them. Thus, a side that loses 10 percent of its personnel while its 
opponent loses 15 percent sees that its opponent is weakening faster than 
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it is, and so rationally should continue to fight. The opponent, on the 
other hand, is anxious to break off the engagement so he can try to find a 
more favorable situation. To the extent that this is what really happens 
in battles, the conventional "breakpoint" methods for ending simulated bat- 
tles may be badly in error because they fail to allow the termination to 
depend on FER (cf. Chapter 6). Analogously, rates of advance against enemy 
opposition may be found to depend much more on FER than on FR. The opposing 
forces may be able to sense their ADV values, for according to Clausewitz, 
"Usually, a battle takes shape from the start, though not in any obvious 
manner. Often this shape has already been decisively determined by the 
preliminary dispositions made for the battle, and then it shows lack of 
insight in the commander who opens the engagement under these unfavorable 
conditions without being aware of them. Even if the course of the battle 
is not predetermined, it is in the nature of things that it consists in a 
slowly shifting balance, which starts early, but, as we have said, is not 
easily detectable. As time goes on, it gathers momentum and becomes more 
obvious. . . . But ... it is certain that a commander usually knows that 
he is losing the battle long before he orders retreat. Battles in which 
one unexpected factor has a major effect on the course of the whole usually 
exist only in stories told by people who want to explain away their defeats.' 
(Ref 4-7, page 249) 

• 
(b) On the Relation of ADV to Other Factors. Note that when we use 

logistic regression with ADV as the independent variable we have thrown 
away—or at any rate have made no direct use of--information on such other 
factors as: 

(1) Battle date 

(2) Locale or terrain 

(3) Weather 

(4) Morale 

(5) Training 

(6) Tactical plans or maneuvers by the attacker or by the defender 

(7) Logistics 

(8) Surprise 

(9) Fortifications 

(10) Battle duration 

(11) Bitterness or intensity 

(12) Force mixes (such as cavalry, tanks, artillery, or air) 

(13) Etcetera 
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In fact, ADV does not even make any direct use of the initial force 
strengths. It uses directly only the information contained in the values 

FX = CX / XO, and 

FY = CY / YO. 

Moreover, even these are telescoped into a single index (MU or ADV) via 
Equations (4-9) and (4-8). In view of the frequency with which other factors 
are mentioned as the causes of victory, it may be surprising that ADV--and 
FER—are so intimately related to victory in battle. Yet the connection of 
ADV (or FER) with victory in battle seems to be a Mery  deep and fundamental 
one that holds, on the average, despite all sorts of variations in tactics, 
force mixes, weather, terrain, morale, leadership, surprise, logistical 
support, training, technology, force ratios, etc. These findings can be 
explained if we postulate that the influences of all these other factors on 
victory are captured in or expressed by the ADV or FER. That is, we postu- 
late that ADV has a direct connection with victory in battle, while the 
other factors have only an indirect effect on victory. The postulated 
causative sequence is as follows: 

1_. Factors such as chance, accidents, morale, leadership, logistics, 
etc. directly influence personnel losses. 

2. Personnel losses directly influence FX and FY. 

3. FX and FY directly influence FER and ADV. 

4. ADV and LOG(FER) directly influence victory. 

Presumably, forces gradually become aware of the effects of a favorable or 
adverse FER or ADV as the battle progresses. If we also postulate that 
forces have difficulty in sensing whether their ADV is favorable or unfavor- 
able when their ADV is close to zero--but can sense it more easily when it 
is \/ery  high or wery  low—then we can derive the following inference, which 
is in principle testable by appeal to the data: 

•  Battles with ADV values near zero tend to be more bitter, take longer, 
and are more likely to lead to draws than battles with very high or 
very low ADV values, and if not drawn are about equally likely to be 
won by either side. 

Another interesting conjecture is that victory depends exactly on ADV, i.e., 
that the curve of victory versus ADV in Figure 4-6 is theoretically a "step 
function" with zero probability of defender victory for negative ADV values 
and unit probability of defender victory for positive ADV values. Explana- 
tions why the observed curve for P(DEFWIN) rises smoothly as ADV increases, 
rather than being a step function, include the following: 
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• The engaged sides only inaccurately perceive the true value of ADV 
or FER. 

• The engaged sides often can react only sluggishly to a perceived ADV 
value—they are often unable to seize an advantage quickly enough to 
press it home, and are unable to extricate themselves from an unfavor- 
able situation quickly enough to avoid suffering more casualties 
than they should. 

• The values of ADV and FER fluctuate somewhat during a battle, thus 
clouding each side's perception of the situation. 

• Although forces may realize their situation with respect to ADV, 
they choose not to respond rationally to it because they do not 
realize how closely associated it is with victory, because they are 
victims of a sort of wishful thinking that in spite of current 
conditions things will get better, or because conditions beyond the 
scope of the immediate battlefield require either a more strenuous 
defense or a more cautious attack than would be the case were 
external considerations not a factor. 

• Some of the data may incorrectly award victory to the side that lost 
the battle. 

• Some of the strength and loss data are inaccurate. 

(c) ADV Should Be Used as a Payoff Function. Since the curves for 
PROB(DEFWIN) and PROB(ATKWIN) are nearly symmetric, each side can increase 
its relative advantage only at the expense of decreasing by the same amount 
its opponent's. Thus, each side seems to be in a zero-sum game with either 
ADV or FER as the payoff function that each is striving to optimize (the 
defender is trying to increase it, and the attacker is trying to decrease 
it). Accordingly, ADV should be used in studies and analyses as the payoff 
function or figure of merit for assessing the value of alternative organiza- 
tions, tactics, equipment, and force mixes. Soldiers and commanders should 
be taught in their service schools, academies, war colleges, and staff col- 
leges that high values of FER are strongly associated with winning battles— 
and therefore that increasing, or even appraising, the value of their FER 
could be \/er'y  important in battles and similar tactical engagements. 
Perhaps computation of ADV or FER during the early stages of a battle would 
improve tactical decisions for the conduct of the rest of the battle. If 
at an early stage, the FER value is found to be unfavorable, then the com- 
mander should either immediately seek additional support or other means for 
improving his FER, or else he should attempt to break off the engagement as 
expeditiously as possible and to find more favorable circumstances for 
engaging the enemy. 
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(d) Use of ADV for Historical Analysis and Rating of Forces. The 
relation of ADV to victory in battle can be used for historical criticism 
and analysis. For example, if a force that had a large probability of win- 
ning the battle reportedly lost it, this is sufficient reason to review the 
evidence more closely to determine whether the historical reports are accu- 
rate and, if they are, what caused this unexpected and unusual turn of 
events. ADV or FER may also be used to rate the performance of historical 
captains—commanders that were consistently able to achieve favorable FER 
or ADV values would rate highly. A similar rating system for friendly units 
in time of war may be possible--provided, of course, accurate and reliable 
data on friendly and enemy forces and losses are available. 

(e) Simulating a Conmander's Level of Confidence. The relation of 
ADV to victory in battle could be used in war games to simulate a commander's 
level of confidence in winning a battle. A specific application of this 
idea to escalation from conventional to tactical nuclear or chemical usage 
has been proposed in Ref 4-6, to which the reader is directed for more 
detaiIs. 

(f) Testing War Simulations and Theories of Combat. Moreover, the 
relation of ADV and FER to victory in battle can be used to test wargames 
and theories of combat for realism. If the wargame or theory of combat 
determines a probability of victory that is inconsistent with the empiric- 
ally observed relationship of ADV to victory, then that wargame or theory 
of combat is highly suspect and its results should be used with extreme 
caution. 

4-4. THE WORLD WAR II ANOMALY 

a. Orientation. Paragraph 4-3 focussed on choosing a variable that is 
closely associated with victory, using mainly the non-WWII data subset. 
That data subset was used because the WWII data appear to be anomalous. 
This paragraph describes the WWII anomaly and presents the results of some 
attempts to identify its source. Suggestions on further steps for analyzing 
the WWII anomaly are discussed in paragraph 4-5, below. 
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b.    Changes in Logistic Regression Results Over the Years.    Logistic 
regression calculations using adjusted ADV as the independent variable were 
done for each of the data subsets  listed in Table 4-2.    The results of these 
logistic regressions are exhibited in Table 4-5. 

Table 4-5.    Selected Logistic Regression Results^ 

Data 
subset 

Number of 
data points L(0) MAX.L a(l,0) SD(1,0) a(l,l) S0(1,1) a(2,0) SD(?,0) a(M) S0(2,l) 

All HERO 585 -643 -380 -1.82 0.20 -1.31 0.41 0.247 0.11 -2.58 0.26 

Pre-igiOb 374 -411 -186 -1.41 0.26 -3.35 0.83 0.311 0.17 -5.61 0.74 

Post-igAOb 211 -232 -154 -1.90 0.40 -0.472 0.56 0.518 0.18 -0.990 0.27 

Non-WWIlb 427 -469 -219 -1.53 0.26 -3.78 0.80 0.247 0.15 -6.00 0.63 

WWIlb 158 -174 -116 -1.77 0.43 0.314 0.62 0.624 0.21 -0.613 0.28 

1600-1699 46 -51 -8 -6.26 17 -2.22 34 2.20 0.90 -6.87 2.4 

1700-1799 65 -71 -32 -2.87 1.0 -1.72 2.7 0.416 0.34 -4.30 1.2 

1600-1799 ill -122 -43 -3.05 1.1 -2.16 2.6 0.804 0.30 -4.73 1.0 

1800-1849 51 -56 -22 -0.451 0.71 -6.46 3.4 0.679 0.59 -12.1 3.7 

1850-1899 74 -81 -37 -1.97 0.62 -2.60 2.1 -0.0770 0.35 -6.11 1.5 

1900-1939 138 -152 -73 -0.944 0.35 -4.231 1.5 -0.0101 0.30 -8.52 1.5 

1940-1949 158 -174 -116 -1.77 0.43 0.314 0.62 0.624 0.21 -0.513 0.28 

1950-1979 53 -58 -27 -3.85 1.4 -6.96 2.2 -0.262 0.55 -5.27 1.7 

apor adjjsted ADV as the independent variable, draws counted as draws, adjusted strengths, and symmetry not forced. 

''Pre-1940 includes the years 1500-1939 (inclusive). 
Post-1940 includes the years 1940-1979 (inclusive). 
WWII includes the years 1940-1949 (inclusive). 
Non-WWII includes the years 1500-1939 and 1950-1979 (inclusive). 
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Figure 4-10 shows the fitted values for the probability that the attacker 
wins versus adjusted ADV for the all-HERO, pre-1940, and post-1940 data 
subsets. Visual inspection of Figure 4-10 suggests that the curves for the 
pre-1940 and post-1940 subsets may have significantly different shapes. 
Since the shapes of these curves are largely controlled by the logistic 
regression parameter a(2,l), defined in Appendix J, it can be used to help 
investigate suspected differences in shape. For example, the value of 
a(2,l) for the pre-1940 data subset, plus or minus two standard deviations, 
yields a confidence band of -8.1 to -5.1. A similar plus or minus two stand- 
ard deviations confidence band on a(2,l) for the post-1940 data subset runs 
from -1.5 to -0.5. Since there is a relatively wide gap separating these 
two confidence bands, it is reasonable to conclude that the post-1940 data 
subset differs statistically from the pre-1940 data subset with regard to 
the dependence of victory in battle on ADV. The fact that the post-1940 
subset is anomalous is referred to as the WWII anomaly because it starts 
with World War II and because, as we shall see below, the WWII subset is a 
major contributor to this anomaly. 

0.6 

O.4. 

0.2- 

0 

Pre-1940 Subset 

\^An. 
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HERO Data 

*.. 

1 1 1 1 1 1 1 1    \ r- 
-1.0   -0.8   -0.5   -0.4   -0.2   -0.0    0.2     0.4    0.6    0.8    1.0 

Adjusted Advantage 

Figure 4-10. Probability of Battle Outcome Versus Adjusted Advantage 
for the All-HERO, Pre-1940, and Post-1940 Data Subsets 
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c. First Attempts to Localize the Source of the World War II Anomaly. 
For the first attempt to localize the source of the WWII anomaly, the data 
were grouped into subsets by battle date, making an effort to keep the num- 
ber of battles in each subset large enough to retain some stability in the 
logistic regression fits--which meant that subsets with fewer than 50 bat- 
tles were avoided as much as possible, and that subsets with at least 100 
battles were preferred. The subsets that were used are as indicated in 
Tables 4-2 and 4-5. Figure 4-11 shows the fitted probability of an 
attacker victory versus adjusted ADV for several of these data subsets. 
Visual inspection of these curves suggests that, with the exception of the 
World War II decade of 1940-1949, the relation between victory in battle 
and ADV has not changed much over time. Inspection of Table 4-4 tends 
strongly to confirm this stability. Thus, the anomalous logistic 
regression results appear to be associated mainly with the World War II 
data subset. 

PROB (% 

1600-1699   
1700-1799   
1600-1799   
1800-18il9  
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1900 1939   
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Figure 4-11. Probability Attacker Wins Versus Adjusted Advantage 
for Selected Time Periods 
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Figure 4-12 plots the values of the logistic regression parameter a(2,l) 
with their plus or minus two standard deviation confidence bands. It shows 
that the World War II data subset is quite different from the other data 
subsets, all of which have confidence bands that overlap the likely zone of 
a(2,l) values for the non-WWII data subset. 
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Figure 4-12. Mean and Two-Standard Deviation Confidence Bands for the 
Logistic Regression Parameter a(2,l) 

4-28 



CAA-TP-86-2 

Figure 4-13 illustrates that the WWII data subset differs from the others 
with respect to its logistic regression parameter a(2,l), but not with 
respect to its logistic regression parameter a(2,0). In the following para- 
graphs we will seek to further localize the source of the World War II 
anomaly. 

20 1 

1600-1699 

Figure 4-13. Means and Two-Standard Deviation Confidence Bands for the 
Logistic Regression Parameters a{2,0) and a(2,l) 
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d. Hypothetical Explanations of the World War II Anomaly 

(1) Preliminary Remarks. Table 4-6 lists some possible explanations 
of the WWII anomaly to guide efforts to localize its source. In this writer'; 
opinion, the first of these hypothesis—that the WWII data are flawed--is 
sufficiently more plausible than the others that it should receive by far 
the most effort over the near term, while work on the others should be held 
in abeyance pending the results of those efforts. This opinion was arrived 
at by a process of elimination, which is outlined below. In the first place, 
although Hypotheses 4 and 5 could perhaps be checked using data bases other 
than HERO'S, such extensive use of other data bases was not within the scope 
of the effort reported in this paper. Moreover, neither Hypothesis 4 or 5 
seems yery  plausible. It is difficult to see just how they could account 
for either the timing or the magnitude of the observed shifts in the logistic 
regression coefficient a(2,l). Accordingly, we direct our attention to 
Hypotheses 1 through 3. 

Table 4-6. Hypothetical Explanations of the WWII Anomaly 

1. The WWII data are flawed 

2. The WWII data are correct, but their analysis is flawed 

3. The WWII data and their analysis are correct--normal battle 
dynamics actually did change around 1940, but then changed 
back again before 1967 

4. The WWII data and their analysis are correct, but the non-WWII 
data or their analysis is flawed 

5. Both the WWII and the non-WWII data or analysis are flawed 

(2) Comments on Hypothesis 2. Until some specific flaw in the analysis 
can be pinpointed. Hypothesis 2 remains purely ad hoc. Obviously, if there 
were any known flaws in either the theoretical analysis of Appendix J or in 
the DALOFIT computer program that reduces that theory to a practical computa- 
tional scheme, they would already have been corrected. Besides, the hypo- 
thesis that there is a hidden flaw in the analysis--specificany one that 
causes the logistic regression parameter a(2,l) to shift back and forth at 
just the times and in the amounts observed--seems rather far fetched. 

(3) Comments on Hypothesis 3. If battle dynamics actually did change 
around 1940, then it appears from Figures 4-11, 4-12 and 4-13 that it changed 
back again before the beginning of the Six Day Arab-Israeli War of 1967--all 
of the post-WWII battles in the HERO data base took place from 1967 to 1973 
(see Appendix H). Table 4-4 also suggests that the relation between ADV 
and victory in battle has been stable for a very long time. Until some 
really excellent reasons are offered as to why the logistic regression coef- 
ficient a(2,l) should shift back and forth at just the times and in the 
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amounts observed. Hypothesis 3 remains purely ad hoc. We shall also see in 
the next paragraph that the most anomalous battles are not distributed more 
or less evenly through the WWII subset, but that instead they tend to appear 
in clusters. However, this behavior is hard to explain on the basis of 
Hypothesis 3, and appears to require further ad hoc hypotheses to explain 
why the phenomenon turns on and off in the way the clustering of anomalous 
battles seems to indicate. 

e. The Leading Hypothesis 

(1) Preliminary Remarks. Based on the foregoing discussion, the cur- 
rently most plausible hypothesis is that there are some flaws in the WWII 
data. Since there may also be flaws in some of the non-WWII data, a more 
precise statement of Hypothesis 1 is that the World War II data subset may 
have a noticeably higher percentage of battles with anomalous data than do 
the other data sets. Furthermore, experience has shown that when data are 
affected by errors, the anomalous data items often exhibit a "spotty" behavior, 
i.e., the anomalous data items tend to appear in clusters, so that certain 
subsets of the data'have more than the average fraction of anomalous data 
items. Accordingly, we should select an indicator of anomalous data, see 
whether it occurs in the WWII data subset more frequently than in the others, 
and determine whether its occurrence tends to be spotty. 

(2) An Indicator of Anomalous Data. The loglikelihood value of the 
outcome of an individual battle is the only indicator of anomalous data 
used within the scope of the effort reported in this paper. The choice of 
the loglikelihood value as an indicator of anomalous data has considerable 
statistical justification (see for example Refs 4-1 and 4-2, and many other 
standard statistical textbooks). By reference to Equation (J-13) of 
Appendix J, the value of this indicator for a particular battle is defined 
to be 

L = LOG (PwiNA (ADV)) 

where 

ADV is the observed defender's ADV value for the battle, 

WINA is the observed outcome of the battle, i.e., 
WINA = +1, -1, or 0 according as to whether the attacker won, 
the defender won, or the outcome was a draw, 

Pr{x) is the probability that WINA = r for a battle in which 
ADV = X, where the probability is computed from some 
theoretical or fitted equation. 

This may be expressed in words as follows. Calculate the theoretical or 
fitted probability of the occurrence of WINA, the observed outcome of the 
battle. L, the natural logarithm of this probability, is the loglikelihood 
value for that battle (with respect to the theoretical or fitted equations 
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used to compute the probability of WINA). Some examples may help clarify 
the use of loglikelihood values as indicators of anomalous data. 

Example 1 - Suppose that some theory predicts that the defender will 
invariably win whenever ADV is positive, and that we observe a battle in 
which the defender loses even though ADV is positive. Obviously, the hypo- 
thesized observation flatly contradicts the hypothesized theory. Here the 
observed outcome is DEFWIN, the probability of which is zero. Hence the 
loglikelihood value for this battle is 

L = LOG (PwiNA (ADV)) = LOG (0) = - infinity, 

which corresponds to such an extremely anomalous observation, with respect 
to its theoretically predicted probability of occurrence, as to thoroughly 
discredit the theory. 

Example 2 - Suppose that Pr(x) is fitted to the post-WII data subset 
using logistic regression with ADV as the independent variable. The battle 
of Mount Hermon I (ISEQNO 593) is recorded in this data subset as having 
been won by the defender, an outcome which—on the basis of its ADV value 
and the fitted logistic regression function—has a probability of 0.223, so 
the loglikelihood value for Mount Hermon I outcome is 

L = LOG (0.223) = -1.50. 

Only 25 out of the 211 usable post-WWII era battles have a more negative 
loglikelihood, so Mount Hermon I is in the most anomalous 12 percent of the 
post-WWII battles with respect to the logistic regression fitted to the 
post-1940 era (1940-1979) subset. 

Example 3 - The battle of Hushniya (ISEQNO 591) is recorded as having 
been won by the attacker, an outcome which—on the basis of Hushmya's ADV 
value and the logistic regression function fitted to the post-1940 era data 
subset—has a probability of 0.589, so the loglikelihood value for Hushmya 

is 

L = LOG (0.689) = -0.373. 

Since 123 out of the 211 usable post-1940 era battles have more negative 
loglikelihoods, Hushniya is in the least anomalous 42 percent of the post- 
1940 era data subset with respect to the logistic regression fitted to the 
post-1940 era (1940-1979) subset. 

(3) Remark on the Treatment of Drawn Battles. Because drawn battles 
rarely occur (only about 5 percent of the HERO data base battles are 
drawn), their loglikelihood values tend to be much lower than those of 
other battles, even when they are not otherwise anomalous. Thus, when 
assessing anomalous battles, it is often appropriate to omit draws. Where 
convenient, results are provided when draws are either omitted or included. 
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(4) Anomalous Battles for the Pre-1940 and Post-1940 Eras Relative to 
the ALL-HERO Subset. This paragraph presents some findings on anomalous 
battles relative to the logistic regression fit of WINA versus adjusted ADV 
for the all-HERO data subset (counting draws as draws and not forcing sym- 
metry). There are 16 battles in the HERO data base that lack sufficient 
data to compute ADV, leaving 585 usable battles in the all-HERO subset. 
Nine of these 585 battles have loglikelihoods less than -3.0 and are not 
draws. All nine of them are from the Okinawa Campaign of World War II. An 
additional eight battles have loglikelihoods of -3.0 to -2.0 and are not 
draws. Five of these eight battles are from the Italian Theater of World 
War II. The other three consist of one each from the Northwest European 
Theater of World War II, the Eastern Front of World War II, and the Golan 
Front of the Arab-Israeli 1973 October Campaign. Thus, these 17 battles 
with loglikelihoods less than -2.0 and not drawn are all from the 1940-1979 
subset. Moreover, 16 of them are from the 1940-1949 (World War II) era. 
Tables 4-7 through 4-10 consistently indicate that there is a significantly 
higher proportion of anomalous battles in the 1940-1979 subset as compared 
to the 1600-1939 subset, whether the cutoff loglikelihood is taken as -1.0 
or as -2.0, and whether draws are included in the tabulation or not. 
Accordingly, the all-HERO subset is heterogeneous and should be separated 
into at least a pre-1940 and a post-1940 era, each of which individually is 
likely to be much more nearly homogeneous than is the all-HERO subset. 
Results based on such a decomposition of the all-HERO subset will be pre- 
sented in paragraph (6) below. First, however, the anomalous battles of 
the post-1940 or 1940-1979 era will be examined a little more closely rela- 
tive to the all-HERO subset. 

Table 4-7. First Table of Anomalous Battles for the Pre-194Q 
and Post-1940 Eras* 

Data 
subset 

Number 
anomalous 

Not 
anomalous 

Total Percent 
anomalous 

1500-1939 
1940-1979 

0 
17 

374 
194 

374 
211 

0.0 
8.1 

Total 17 568 585 2.9 

*Here an anomalous battle is one that is not drawn, and whose loglikeli- 
hood is less than -2.0 relative to the logistic regression fit for WINA 
versus adjusted ADV using the all-HERO subset when draws are counted as 
draws and symmetry is not forced. This table's chi-square is 28.24 at 1 
DOF. The probability of a greater chi-square value by chance is about 
3x10-5. 
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Tabl e 4-8. Second Ta 
Pre-194C 

ible of Anomalous Battles for t 
1 and Post-1940 Eras^ 

he 

Data 
subset 

Number 
anomalous 

Not 
anomalous 

Total Percent 
anomalous 

1600-1939 
1940-1979 

20 
27 

354 
184 

374 
zn 

5.3 
12.8 

Total 47 538 585 8.0 

aHere an anomalous battle is one, drawn or not, whose loglikelihood is 
less than -2.0 relative to the logistic regression fit for WINA versus 
adjusted ADV using the all-HERO subset when draws are counted as draws and 
symmetry is not forced. This table's chi-square is 9.15 at 1 DOF. The pro- 
bability of a greater chi-square value by chance is about 2x10-'^. 

Table 4-9. Third Table of Anomalous Battles for t\ 
Pre-1940 and Post-1940 Eras* 

le 

Data 
subset 

Number 
anomalous 

Not 
anomalous 

Total Percent 
anomalous 

1600-1939 
1940-1979 

22 
41 

352 
170 

374 
211 

5.9 
19.4 

Total 63 522 585 10.8 

^Here an anomalous battle is one that is not drawn, and whose log- 
likelihood is less than -1.0 relative to the logistic regression fit for 
WINA versus adjusted ADV using the all-HERO subset when draws are counted as 
draws and symmetry is not forced. This table's chi-square is 24.38 at 1 
DOF. The probability of a greater chi-square value by chance is about 
8x10-7. .— 
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Table 4-10. Fourth Table of Anomalous Battles for the 
Pre-1940 and Post-1940 Eras^ 

Data 
subset 

Number 
anomalous 

Not 
anomalous 

Total Percent 
anomalous 

1500-1939 
1940-1979 

Total 

42 
51 

93 

332 
150 

492 

374 
211 

58S 

11.2 
24.2 

15.9 

^Here an anomalous battle is one, drawn or not, whose loglikelihood is 
less than -1.0 relative to the logistic regression fit for WINA versus 
adjusted ADV using the all-HERO subset when draws are counted as draws and 
symmetry is not forced. This table's chi-square is 15.94 at 1 DOF. The 
probability of a greater chi-square value by chance is about 
5x10-5. 

(5) Anomalous Battles for Theaters and Campaigns of the Post-1940 Era 
Relative to the All-HERO Subset. This paragraph presents some findings on 
anomalous battles of the 1940-1979 subset relative to the logistic regression 
fit of WINA versus adjusted ADV for the all-HERO subset (counting draws as 
draws and not forcing symmetry). To obtain these results, the post-1940 era 
battles were grouped as indicated in Tables 4-11 and 4-12. This grouping 
was selected as a compromise between the following two principles: 

(a) Each group's expected number of anomalous battles, estimated 
using the average frequency of anomalous battles in the post-1940 era, should 
be at least five. This is to make the application of the chi-squared test 
for independence in contingency tables more reliable. See, for example, 
pages 85 and 97 of Ref 4-8. (As there are too few battles with loglikelihood 
less than -2.0 to satisfy this principle, in Tables 4-11 and 4-12 anomalous 
battles are defined as those with loglikelihoods less than -1.0.) 

(b) Each group of battles should be as homogeneous as possible. In 
practice, this means that they should be from the same theater and campaign, 
unless this seriously conflicts with principle (a) above. 
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Tables 4-11 and 4-12 show that in the post-1940 era the percentage of 
anomalous battles varies appreciably from one theater/campaign to another--in 
other words that the anomalous battles are "spotty" and tend to appear in 
clusters. This strongly suggests that errors may have crept into the data 
base for battles of the post-1940 era. 

Table 4-11. Fi'rst Table of Anomalous Battles for 
Theaters and Campaigns of the Post-1940 Era^ 

Data subset Number 
anomalous 

Not 
anomalous 

Total Percent 
anomalous 

North Africa, Misc., Tarawa, Iwo Jima 

Italy (Salerno, Volturno) 

Italy (Anzio, Rome, North Italy) 

Northwest Europe 

Eastern Front 

Okinawa (7th Division) 

Okinawa (96th Division) 

1967 Six Day and 1968 Wars 

1973 October War (Suez Front) 

1973 October War (Golan Front) 

Total 

0 13 13 0.0 

8 21 29 27.6 

11 24 35 31.4 

5 19 24 . 20.8 = 

3 26 29 10.3 

5 12 17 29.4 

4 7 11 36.4 

0 20 za 0.0 

1 15 16 6.2 

4 13 17 23.5 

41 170 211 , 19.4 

'Here an anomalous battle is one that is not drawn, and whose loglikelihood is less than -I.O 
relative to the logistic regression fit for WINA versus adjusted ADV using the all-HERO subset when 
draws are counted as draws and symmetry is not forced. This table's chi-square is 19.02 at 9 DOF. The 
probability of a greater chi-square value by chance is about 0.025. 
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Table 4-12. Second Table of Anomalous Battles for 
Theaters snd Campaigns of the Post-1940 Era^ 

Data subset 

North Africa, Misc., Tarawa, Iwo Jitna 

Italy (Salerno, VolturnoJ 

Italy (Anzio, Rome, North Italy) 

Northwest Europe 

Eastern Front 

Okinawa (7th Division) 

Okinawa (96th Division) 

1967 Six Day and 1968 Wars 

1973 October War (Suez Front) 

1973 October War (Golan Front) 

Total 

Number Not 
anomalous anomalous 

0 13 

10 19 

14 21 

6 18 

4 25 

5 12 

4 7 

2 18 

1 15 

5 12 

51 160 

Total Percent 
anomalous 

13 

29 

35 

24 

29 

17 

11 

20 

16 

17 

211 

0.0 

34.5 

40.0 

25.0 

13.8 

29.4 

36.4 

10 »0 

6.2 

29.4 

24.2 

^Here an anomalous battle is one, drawn or not, whose loglikelihood is less than -1.0 relative to 
the logistic regression fit for WINA versus adjusted ADV using the all-HERO subset when draws are 
counted as draws and symmetry is not forced. This table's chi-square is 18.72 at 9 OOF. The 
probability of a greater chi-square value by chance is about 0.028. 
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(6) Anomalous Battles for Theaters and Campaigns of the Post-1940 Era 
Relative to the Pre-1940 Era. This paragraph presents some findings on 
anomalous battles of the 1940-1979 subset relative to the logistic regression 
fit of WINA versus adjusted ADV for the 1600-1939 subset (counting draws as 
draws and not forcing symmetry). To obtain the first of these results, the 
post-1940 era battles were again grouped as indicated in Tables 4-11 and 4- 
12. The results are given in Tables 4-13 and 4-14. These tables show again 
that in the post-1940 era the percentage of anomalous battles varies apprec- 
iably from one theater/campaign to another—in other words that the anoma- 
lous battles are "spotty" and tend to appear in clusters. This is also 
visible in Figure 4-14. As before, this strongly suggests that errors may 
have crept into the data base for battles of the post-1940 era. To verify 
that the clustering of anomalous battles was not artificially induced by 
the specific groupings used in Tables 4-11 through 4-14, the run test was 
used (see Refs 4-8 and 4-9). Two such tests were made. In both of them, 
battles of the post-1940 era were taken in the order in which they are 
listed in the HERO data base and in Appendix H, and all battles--including 
draws--were included. New runs were started each time the loglikelihood 
value crossed a preselected level. The first test used -1.0 as the 
preselected level, while the second test used -2.0 as the preselected 
level. In the first test, it was observed that 151 loglikelihood values 
were below -1.0 and 60 were above it, while 75 runs occurred--a value so 
low that a lower value would have occurred by chance only about 2 percent 
of the time. In the second test, it was observed that 165 loglikelihood 
values were below -2.0 and 46 were above it, while 61 runs occurred—a 
value so low that a lower value would have occurred by chance only about 1 
percent of the time. As before, we conclude that the high and low 
loglikelihood values are "spotty" and clustered far more than would be at 
all likely by chance. 
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Table 4-13. Third Table of Anomalous Battles for Theaters 
and Campaigns of the Post-1940 Era a 

Data subset 

North Africa, Misc., Tarawa, Iwo Jima 

Italy (Salerno, Volturno) 

Italy {Anzio, Rome, North Italy) 

Northwest Europe 

Eastern Front 

Okinawa (7th Division) 

Okinawa (96th Division) 

1967 Six Day and 1968 Wars 

1973 October War (Suez Front) 

1973 October War (Golan Front) 

Total 

Number Not 
anomalous anomalous 

0 13 

13 16 

11 24 

6 18 

5 24 

5 12 

4 7 

0 20 

1 15 

5 12 

50 161 

Total 

13 

29 

35 

24 

29 

17 

11 

20 

16 

17 

211 

Percent 
anomalous 

0.0 

44.8 

31.4 

25.0 

17.2 

29.4 

36.4 

0.0 

6.2 

29.4 

23.7 

*Here an anomalous battle is one that is not drawn, and whose loglikelihood is less than -1 0 
relative to the logistic regression fit for WINA versus adjusted ADV using the 1600-1939 subset when 
draws are counted as draws and symmetry is not forced. This table's chi-square is 23.54 at 9 DOF  The 
probability of a greater chi-square value by chance is about 0.005. 
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Table 4-14. Fourth Table of Anomalous Battles for Theaters 
and Campaigns of the Post-1940 Era^ 

Data subset Nuni)er 
anomalous 

Not 
anomalous 

Total Percent 
anomalous 

North Africa, Misc., Tarawa, Iwo Jima 

Italy (Salerno, VoUurno) 

Italy (Anzio, Rome, North Italy) 

Northwest Europe 

Eastern Front 

Okinawa (7th Division) 

Okinawa (96th Division) 

1967 Six Day and 1968 Wars 

1973 October War (Suez Front) 

1973 October War (Golan Front) 

Total 

0 13 13 0.0 

15 14 29 51.7 

14 21 35 40.0 

7 17 24 29.2 

6 23 29 20.7 

5 12 1' 29.4 

4 7 u 36.4 

2 18 20 10.0 

I 15 m 
>l   ' - ' ■ 

6.2 

6 11 17 35.3 

60 151 211 28.4 

*Here an anomalous battle is one, drawn or not, whose loglikelihood is less than -1.0 relative to 
the logistic regression fit for WINA versus adjusted ADV using the 1500-1939 subset when draws are 
counted as draws and symmetry is not forced. This table's chi-square is 24.01 at 9 DOF. The 
probability of a greater chi-square value by chance Is about 0.004. 
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(7) Other Attempts to Localize the Source of the World War II Anomaly. 
Some other attempts were made to localize the source of the World War II 
anomaly. It was reasoned that, if anomalous battles were due to substantial 
errors in their strength and loss data, this might be reflected in a tend- 
ency for anomalous battles to have an unusually high frequency of problem 
reports (see Chapter 2 for a discussion of problem reports). However, it 
was found that this was not the case—in fact anomalous battles tend to 
have fewer problem reports than nonanomalous battles. Apparently, whatever 
data flaws might be affecting the anomalous battles, this is not reflected 
in the problem reports. An analysis was also made of the sources used in 
the HERO data base for the Italian Campaign, to see whether some particular 
source was regularly associated with anomalous battles. However, since 
multiple sources were cited, it was not possible to tell just which sources 
were used for strengths and losses. Nor was it possible to find a single 
source that was consistently related to anomalous battles. Other attempts 
were made to isolate the source of the World War II anomaly by examining 
various subsets of the post-1940 era battles. However, the sample sizes 
were too small to reliably detect any statistical differences that might 
have been present. 

4-42 



CAA-TP-86-2 

post-1940 
with respect 
War II 

(8) Concluding Observations. It has been shown that the 
era battles differ significantly from the pre-1940 era battles 
to the dependence of victory on ADV. This is called the World 
anomaly, since it starts with World War II and involves mainly WWII bat- 
tles. However, most post-1940 era battles are not anomalous--relative to 
the logistic regression fitted to the pre-1940 era battles, about 72 
percent of the post-1940 era battles have loglikelihoods above -1.0, and 
about 66 percent have loglikelihoods above -0.5 (see Figure 4-15). 
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Figure 4-15. Distribution of Negative Loglikelihoods for Post-1940 Era 
Battles, Relative to the Logistic Progression Fit of WINA 

Versus Adjusted ADV for the Pre-1940 Era with Draws Counted 
as Draws and Syimietry Not Forced 
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Moreover, runs and contingency table analyses have shown that the anomalous 
battles in the post-1940 era occur spottily, rather than being spread more 
or less uniformly throughout the 1940-1979 data subset. For example, the 
Okinawa battles are highly anomalous but the battles of Tarawa and Iwo Jima 
are not--nor, according to Table 4-4, are some other Pacific Ocean island 
battles of World War II. The Italian Theater battles tend to be more anom- 
alous than those of the Eastern Front. The 1967 Six Day and 1973 October 
War (Suez Front) battles are not particularly anomalous, but the 1973 War 
(Golan Front) battles are. Clearly additional effort will be needed to 
explain the peculiarities of the World War II anomaly. 

4-5. NEXT STEPS 

a. Next Steps for the World War II Anomaly 

(1) Steps Currently Under Way. Several steps are currently under way 
to help resolve the status of the World War II anomaly, although their 
results were not available in time to be used in this paper. As mentioned 
in Chapter 2, the CDES Contract calls for HERO to, among other things: 

(a) Clarify the total strength data. This will allow a sounder 
approach to judging when total strengths represent initial strengths and, 
when they do not, will help to indicate what procedure would be most effec- 
tive in analyzing those strength data. 

(b) Clarify the basis for assigning victory. This should help to 
clarify questionable assignments of victory, and can be used to determine 
whether victory in anomalous battles tends to be assigned on a different 
basis than for the other battles. 

(c) Weight the strength and loss data according to the adjudged 
accuracy of the available information. This will help to indicate whether 
anomalous battles are usually among those with the less certain strength 
and loss data. 

(d) Review selected strength, loss, and victory assessment values. 
HERO was asked to review carefully their assessments of strengths, losses, 
and victory for a list of selected battles. Although HERO was not told of 
the fact at the time, this list of battles was based on those found to be 
anomalous, i.e., as having unusually low loglikelihood values. This review 
will help to assure that the data provided by HERO for those battles is as 
accurate as HERO can make it. 

(e) As of this writing, CAA plans to request proposals to conduct 
an independent review/reassessment of the strengths, losses, and victory 
values for anomalous HERO battles. This contract will help to determine 
the extent to which the data for these battles depends on the investigator. 
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(2) Other Steps. Several suggested next steps for the World War II 
anomaly are presented in Table 4-15. They all involve attempts to localize 
the source of the anomaly, and to understand its nature and causes. 

Table 4-15. Next Steps For World War II Anomaly 

1. Reassess the situation as CDES results become available 

2. Try to localize the source of the anomaly, e.g., 

a. Do the outliers tend to involve the same 

(1) Military units? 

(2) "Sources consulted"? 

(3) Locale, sector, campaign or theater? 

(4) Historical analyst? 

(5) Research agency? 

b. Do outliers tend to have more "problem reports" than other 
battles? 

3. What happens if Italian and Okinawan campaign data are omitted? 

4. Does the logistic regression fit converge as outliers are 
eliminated? 

5. Interpretation and documentation of findings 
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b. Next Steps for Factors Associated with Victory. Table 4-15 presents 
some of the next steps that can be taken in the search for the factors asso- 
ciated with victory. 

Table 4-16. Next Steps for Factors Associated with Victory 

1. Redo the calculations as CDES results become available 

2. What data subsets to use hinges on resolution of World War II 
anomaly 

3. Do the findings extend to other data bases, e.g., BWS, CORG, air 
battles, sea battles, or wars? 

4. Refine the choice of independent variables, e.g., ADV, RESADV, 
LOG (PER), and/or others 

5. Refine choice of functional form for PWIN, e.g., logistic 
regression, probit regression, or others 

6. Does the degree or decisiveness of victory become more 
pronounced at extreme ADV values? 

7. Are ADV and EPS truly independent quantities? 

8. Can ADV be predicted beforehand? 

a. Reduction of dimensionality 

b. Factor analysis 

c. Regression and correlation analysis 

d. Are casualties caused after defeat, or before? 

e. Does EPS have any influence on PWIN? 

9. Can a simple linear weighting of infantry, artillery, tanks, and 
air be found that strongly influences PWIN? 

First, the computations in this chapter need to be redone as the CDES con- 
tract results become available. Second, what data subsets to use hinges to 
some extent on the resolution of the World War II anomaly. Third, it is 
desirable to know whether findings based on an analysis of the HERO data 
base extend to other data bases. It may also be possible to refine the 
choice of independent variables--or of the functional form employed--in 
such a way as to improve the quality of the logistic regression results. 
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If ADV is a good measure of advantage in battle, then the degree or decisive- 
ness of the victory should become more pronounced at extreme values of the 
ADV parameter. Theoretically, EPS and ADV should be independent of each 
other--to what extent is this borne out by the data? A key problem is to 
find some way of forecasting what the value of the ADV parameter will be 
before the battle starts, rather than relying on information about the losses 
taken during the battle. Tackling this problem will probably require the 
elimination of redundancy among the subjective variables listed in the HERO 
data base--some work along these lines has been started and is reported in 
Chapter 5. Finally, we might attempt to find some function of the force 
mix that can be used to predict the probability of winning, either directly 
or via its effect on losses--Ref 4-10 describes a technique that may be 
useful for this purpose. 

4-6. CONCLUDING OBSERVATIONS ON FACTORS ASSOCIATED WITH VICTORY 

a. The variables ADV, LOG(FER), RESADV, LOG(CER), LOG(EPS), and LOG(FR) 
were compared with regard to the closeness of their association with 
victory in non-WWII battles, and were found to rank (from most closely 
associated to least) in the order listed. ADV, LOG(FER), and RESADV are 
nearly equally closely associated with victory in battle. The association 
between LOG(FR) and victory is not as close as any of the other five 
variables examined. 

b. Some of the battles in the HERO data base are anomalous in the sense 
that their outcomes differ sharply from what is anticipated on the basis of 
the association of victory with ADV. A high proportion of the anomolous 
battles took place in the post-1940 era, even though most of those battles 
are not anomalous. In particular, the Italian, Northwest Europe, Okinawan, 
and 1973 October War (Golan Front) campaigns all seem to have relatively 
high incidences of anomalous battles. But the North Africa, Tarawa, Iwo 
Jima, Eastern Front, 1967 Six Day and 1968 Wars, and 1973 October War (Suez 
Front) campaigns all seem to have about the same proportion of anomalous 
battles as do the battles of the pre-WWII era. Various hypotheses as to 
the cause of these WWII anomalies were presented and discussed. While the 
issue has not been definitively resolved, internal and circumstantial evi- 
dence suggests that the WWII anomalies could well be due to flaws in the 
data, particularly for some of the post-1940 battles. Making an 
independent review and reassessment of the data on the anomalous battles 
would help greatly to provide data on which to base a determination of 
whether the WWII anomaly is a reflection of flawed data, or of some 
previously unanticipated phenomenon. 

c. Despite the WWII anomaly issue, ADV (or, alternatively, LOG(FER)) 
has been shown both theoretically and empirically to be substantially more 
accurate than other figures of merit for comparing the "military worth" of 
alternative materiel, organizations, and tactics. 
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CHAPTER 5 

ANALYSIS OF REDUNDANCY 

5-1. INTRODUCTION. The HERO data set provides 501 land battles for 
statistical analysis. With each battle, there are 29 variables that we 
will focus on. Many of these variables are judgmental in nature. The 
correlations among these variables are high, thus making regression and 
some other statistical analyses difficult. Some of the variables include 
or at least partially overlap others, thus wholly or partly duplicating 
information. For example, in HERO'S Table 4, combat effectiveness is 
defined as "a complex factor, subsuming--among other elements--leadership, 
training and experience, morale, and logistics." Hence, CEA at least 
partially overlaps LEADA, TRNGA, MORALA, LOGSA, and unspecified other 
variables. Accordingly, we expect CEA to be correlated statistically with 
these other variables, and consequently to be at least partly redundant. 
Similarly, MORALA and LEADA may be correlated since capable leadership is 
conducive to high morale and inept leadership to poor morale. These are 
instances of duplication of information, which is not an unusual situation 
in complex data sets. Along with the so-called "curse of high dimension- 
ality" comes the problem of "redundancy in information." To cope with them 
requires a method for reducing the dimensionality of the data base without 
sacrificing information contained in it. The notions of dimensionality and 
information in the data base need explanation. The term dimensionality of 
data base refers here to the number of variables, 29 in the present case. 
We shall show how these 29 variables, or observables in the standard 
terminology, can be expressed as a linear combination of 8 underlying 
variables or factors. The nature of the 29 observables may be character- 
ized collectively by the variances of the observables and the correlations 
between each pair of the observables. In other words, a 29 * 601 matrix-- 
29 observed values for each battle—can be summarized by 29 variances of 
each observable and the table of correlations of each variable with the 
others, which has 29 * (29-l)/2 = 29 * 14 entries. Either the correlation 
table or the corresponding table of covariances can be used. In this 
chapter, the contents of the variance-covariance matrix is called the 
information in the data base. It will be shown that eight factors can be 
so chosen that they (i) account for all the correlations; (ii) among all 
the possible linear combinations of the observables, the same eight factors 
account for the maximum of the sum of the variances of the observables; 
(iii) moreover, the eight factors are uncorrelated among themselves (which 
is an important consideration for subsequent statistical analysis work). 
The method chosen for this purpose is factor analysis (Refs 5-1, 5-2, 5-3, 
5-4). 

5-2. FACTOR ANALYSIS. The statistical technique of factor analysis was 
used for this dimension reduction. The 29 variables chosen for the appli- 
cation of factor analysis are listed in Table 5-1, along with their means 
and standard deviations for the exploratory subsample (as indicated by the 
sample size). The classical technique known as "principal factoring" (Ref 
5-1) will be applied to these 29 variables. 
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Table 5-1. Variables Selected for Factor Analysis 

Variable Mean Standard dev Sample size 

SURPA .4200 
CEA .1400 
TRNGA -.0800 
MORALA .2400 
LOGSA -.0100 
LEADA .2300 
SURPAA .2700 
AEROA .1500 
INITA .6500 
WINA .3200 
KPDA 1.7702 
QUALA .1400 
AC HA 6.2100 
MOMNTA .1400 
INTELA .1200 
TECHA .0100 
ACHD 5.0306 
RESA .0600 
MOBILA .1300 
AIRA .1000 
FPREPA .2000 
WXA -.0300 
TERRA -.3700 
LEADAA .2200 
PLANA .3000 
MANA .0900 
LOGSAA .0300 
FORTSA -.4700 
DEEPA -.2000 

.8053 

.5854 

.5446 

.5527 

.4143 

.8860 

.5478 

.4578 

.5573 

.9307 
3.4811 
.5508 

2.3540 
.3437 
.4774 
.1738 

2.1174 
.6000 
.3667 
.3892 
.5505 
.3320 
.5624 

1.0404 
.6590 
.3786 
.2227 
.5588 
.4020 

100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
94a 

100 
100 
100 
100 
100 
98^ 

100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 

^Some of the battles in the exploratory subsample are missing these data 
items. 
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a. Classical Factor Analysis. Under this model each of the (observable) 
variables is assumed to be a linear function of a small number of hypothe- 
sized common factors and a single unique factor (Ref 5-2). Under this model, 
the common factors generate the correlations observed among the original 
variables, while the unique term contributes only to the variance of the 
particular variable. In mathematical symbols, we have the following expres- 
sion (Ref 5-3): 

Zj = ajlFi + aj2F2 + .. + ajmFm + Uj. (5-1) 

In Equation (5-1), j = 1 ,2, ... , n where n is the number of (observable) 
variables. For our application, n = 29. Also, m is the number of (unobserv- 
able) common factors. Zj is the value of the (observable) variable j in 
standardized form, i.e., zero mean and unit standard deviation. For i = 1, 
2, ... , m Fi is the ith (unobservable) common factor introduced to account 
for the correlations among the Zj. Ui is the unique factor introduced to 
account for the variance of Zj. And the aj-j are the standardized multiple 
regression coefficients of variable j on factor i (factor loadings). 

The following conditions are imposed on the hypothesized factors (Ref 5-1): 

Corr (F-j,Fj) = 0 for i T' j and i, j = 1, 2, ..., m. 

Corr (Fi^Uj) = 0 for i = 1, 2, ... , m and j = 1, 2, ... , 29. 

Corr (Ui^Uj) = 0 for i / j and i,j = 1, 2, ... , 29. 

Since the common factors F^, F2, ... , Fjj, are uncorrelated, it follows from 
Equation (5-1) that 

m 
Corr {ly\)  =  E a^i^-j I'or j ^ k and j,l< = 1. 2, .... 29. 

b. Number of Factors. Under the classical factor model, one must decide 
how many factors m to postulate to account for the correlations among the 
set of original variables Zj. We shall choose the procedure based on the 
eigenvalues of the correlation matrix of the original variables Zj. The 
rule is: select as many factors m as there are eigenvalues greater than 
one. The rationale for this procedure is as given in the next paragraph. 

c. Eigenvalues and Factors. The number m of factors F-j in Equation 
(5-1) can be determined by the magnitudes of the eigenvalues of the correla- 
tion matrix. Define the total variance in the data to be the sum of the 
variances of each variable. Since each standardized variable Zj has unit 
variance, the total variance is equal to the number of variables, or 29 in 
this case. Let the eigenvalue associated with factor i be V-j where i = 1, 
2, ... , m. In the principal-component method, V-j can be shown to be the 
contribution of factor i to the total variance. On the average, this pro- 
portion is equal to m/29. Factors are rated in importance by the ratio 
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V-i/29. Only those factors are retained in Equation (5-1) whose associated 
eigenvalues are at least equal to 1. Thus, only those factors are retained 
which account for at least as much variance as any single variable in the 
data. For details, see Ref 5-1. 

5-3. THE DATA SET AND EXPLORATORY SUBSAMPLE. As mentioned above, the data 
consists of 501 battles, and each battle is described by 80 or 90 data items. 
See Appendices E, F, G, and the Glossary for a description of these data 
items. From the 601 battles, an exploratory subsample of 100 battles has 
been drawn for exploratory analysis. The battles in the exploratory sub- 
sample span the years from 1631 to 1942 A.D. The exploratory subsample 
thus covers a broad range of battles representative of the pre-World War II 
HERO data base. We shall use the exploratory subsample to estimate factor 
loadings and factor score coefficients. These estimates of aji obtained 
from the exploratory subsample are also useful in cross-validation. We 
will use these estimates to predict the variances and correlations of the 
remaining set of 501 battles and their 29 associated variables. 

5-4. FACTORS FOR THE EXPLORATORY SUBSAMPLE 

a. Approach.  Initially, the 29 variables listed in Table 5-1 were 
analyzed using the exploratory subsample. A part of their correlation table 
is shown in Table 5-2. Table 5-3 shows the eigenvalues of the correlation 
matrix. We see that eight of the eigenvalues are greater than 1. Therefore, 
we shall postulate eight factors in Equation (5-1). These eight factors 
account for 70.9 percent of the total variance (sum of 29 variances). The 
rest of the factors are not significant contributors to the total variance. 
Factor 9, for example, contributes only 3.3 percent to the variance of any 
of the variables. The rest of the factors contribute even less. The eight 
factors postulated also account for the correlation among the 29 variables. 
We have reduced the 29 variables to eight factors without significantly 
losing any information in the exploratory subsample. That is, the eight 
factors account for much of the variances and correlations of the exploratory 
subsample data. We also note from Table 5-3 that factor 1 accounts for 
24.0 percent of the total variance. Factor 2 accounts for 14.5 percent. In 
practice, the factors are ranked in importance according to the amount of 
variance accounted for by them, that is, the factors are ranked according 
to their corresponding eigenvalues; in analysis and graphical representations, 
the most important factor is examined first, then the next, and so on. 
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Table 5-2. Correlation Between Variables for the 
Exploratory Subsample, n = 100 

SURPA CEA TRNGA MORALA LOGSA 

SURPA 1.00000 .30157 .30734 -.02448 .22439 
CEA .30157 1.00000 .50480 -.10473 .17215 
TRNGA .30734 .50480 1.00000 -.47253 .26506 
MORALA -.02448 -.10473 -.47253 1.00000 .05471 
LOGSA .22439 .17215 .25505 .05471 1.00000 
LEADA .30175 .52059 .41536 ' -.11387 .19898 
SURPAA .88410 .15414 .24243 -.01501 .19006 
AEROA -.06294 -.11554 -.15396 .41518 .11451 
INITA .28548 .27509 .10550 .20988 .20344 
WINA .25328 .30575 .15065 .22229 .29655 
KPDA .18373 .29743 .05339 .22142 .04579 
QUALA .34387 .65796 .54280 -.04512 .09473 
AC HA .30431 .37365 .32054 .05404 .28184 
MOMNTA -.05754 .10077 .11276 .19075 -.06013 
INTELA .52382 .15589 .19272 -.03359 .21044 
TECHA -.03028 .18437 .00854 .29026 .14171 
ACHD -.43927 -.40648 -.21027 -.19863 -.18578 
RESA .17706 -.02412 -.04699 .38259 .44946 
MOBILA .25762 .14940 -.04856 .44262 .00864 
AIRA -.03862 -.15047 -.15248 .45075 .19419 
FPREPA .05917 -.24408 -.24934 .17264 .00886 
WXA .08529 .07369 .04246 -.01542 -.07565 
TERRA .21252 .12804 .13325 -.03640 -.05940 
LEADAA .38243 .47884 .29880 -.00492 .14577 
PLANA .35877 .28229 .15198 .13311 ■ .15909 
MANA .40435 .07917 -.01372 .08883 .07020 
LOGSAA .26664 -.03249 .10328 -.05909 .55072 
FORTSA -.07309 -.01295 .10755 -.31793 -.02051 
DEEPA -.01870 .11998 .24915 -.50918 -.07278 

KPDA QUALA ACHA MOMNTA INTELA 

SURPA .18373 .34387 .30431 -.06754 .52382 
CEA .29743 .55796 .37365 .10077 .15589 
TRNGA .05339 .54280 .32054 .11275 .19272 
MORALA .22142 -.04512 '  .05404 .19076 -.03359 
LOGSA .04579 .09473 .28184 -.06013 .21044 
LEADA .30226 .34730 .65951 -.00719 .24455 
SURPAA .19504 .27515 .31590 -.04124 .49287 
AEROA .12958 -.12417 -.04627 .12021 -.08319 
INITA .27049 .25993 .58784 .15072 .31133 
WINA .41512 .36488 .80349 .14065 .29919 
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Table 5-3 . Eigenvalues of the Correlation Matri> . for the 
Exploratory Subsample, n = 100 

Percent of Cumulative 
Factor Eigenvalue variation percent 

1 6.95060 24.0 24.0 
2 3.59587 12.7 36.7 
3 2.24469 7.7 44.5 
4 1.86942 6.4 50.9 
5 1.83526 6.3 57.2 
6 1.42669 4.9 62.2 
7 1.31924 4.5 66.7 
8 1.22581 4.2 70.9 
9 .95550 3.3 74.2 

10 .86036 3.0 77.2 
11 .76894 2.7 79.8 
12 .67302 2.3 82.2 
13 .56296 1.9 84.1 
14 .53249 1.8 85.9 
15 .49030 1.7 87.5 
16 .45518 1.6 89.2 
17 .43961 1.5 90.7 
18 .43096 1.5 92.2 
19 .41278 1.4 93.6 
20 .29186 1.0 94.6 
21 .26675 .9 95.6 
22 .25700 .9 96.4 
23 .22931 .8 97.2 
24 .21432 .7 98.0 
25 .16699 .6 98.5 
26 .13967 .5 99.0 
27 .10614 .4 99.4 
28 .10027 .3 99.7 
29 .07602 .3 100.0 
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b. Findings. Table 5-4 shows the varimax factor loadings for the eight 
factors for the subsample data. The factor loadings aj^ of Equation (5-1) 
are given for each factor and e^ery  variable. We shall use the factor load- 
ings to come up with names for the factors, to give the factors an intuitive 
feel. The eight factors are influenced by those variables which have high 
values of aji (high loadings). 

CMDA.  Factor 1 loads heavily on LFADA, INITA, WINA, KPDA, ACHA, RESA, 
MOBILA, LEADAA and PLANA (for an explanation of these names, see the 
Glossary). These attributes are associated with the command structure 
of the attacker. Therefore, Factor 1 can be named as "Command Favoring 
the Attacker." 

WINGSA. Factor 2 loads heavily on the variables MORALA, AEROA, and AIRA. 
These variables seem related to air power, so Factor 2 will be called 
"Wings Favoring the Attacker." 

SHOCKA. This is the name assigned to Factor 3, since SURPA, SURPAA, 
INTFLA, and MANA, which measure surprise and maneuver achieved by the 
attacker, are strongly dependent on Factor 3. 

TRAINA for Factor 4, since CEA, TRNGA, LEADA, QUALA, and FPREPA all have 
high factor loadings on this factor. 

SUPTA. Factor 5 expresses logistical support favoring the attacker, 
since variables LOGSA and LOGSAA load heavily on this factor. 

SPEEDA for Factor 6; since KPDA, MOMNTA, and TERRA load heavily on this 
factor, we associate it with the attacker's speed and the pressure this 
puts on the defender. 

AGILA variables WXA, MOBILA and MANA are prominent components of Factor 
7 as measured by their factor loadings; these quantities measure the 
agility of the attacker. 

EQUIPA. The variable TECHA is the dominant contributor to Factor 8, 
hence the name. 
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5-5. VERIFICATION FOR THE EXPLORATORY SUBSAMPLE 

a. Approach. The eight factors which account for most of the variance 
over all the variables are used to approximate these 29 variables. Equation 
(5-1) expresses the variables in terms of the factors. We now employ the 
"principal" component model, in which Equation (5-1) is simplified to 

FZj = ajiFi + aj2F2 + ... + ajsFs (5-2) 

where 

FZj is the fitted value of the jth variable in its standardized form, 

Fi is the ith factor, 

aj-j is the ith factor loading for the jth variable (see Table 5-4 for 
values) 

Replacement of 29 variables by eight factors is a considerable savings in 
data space; Equation (5-2) gives an insight into the mutual relationships 
of the variables. 

b. Correlation. Since we have postulated a linear model, as expressed 
by Equation (5-2), it is possible to measure the goodness of fit between 
the approximation and the observed values by Pearson's correlation coeffic- 
ient r. Table 5-5 gives the list of the variables and their correlations 
with their corresponding approximations (FZj from Equation (5-2), where the 
aj-j are taken from Table 5-4). 
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Table 5-5. Correlations Between Variables and Their Fitted Values 
for the Exploratory Subsample 

For correlation between 
Value of the correlation 

between Zj and FZj 

Zl(SURPA) and FZl 
Z2(CEA) and FZ2 
Z3(TRNGA) and FZ3 
Z4(M0RALA) and FZ4 
Z5(L0GSA) and FZ5 
Z6(LEADA) and FZ5 
Z7(SURPAA) and FZ7 
Z8(AER0A) and FZ8 
Z9(INITA) and FZ9 
ZIO(WINA) and FZIO 
Zll(KPDA) and FZU 
Z12(QUALA) and FZ12 
Z13(ACHA) and FZ13 
Z14(M0MNTA) and FZ14 
Z15(INTELA) and FZ15 
Z16(TECHA) and FZ16 
Z17(ACHD) and FZU 
Z18(RESA) and FZ18 
Z19(M0BILA) and FZ19 
Z20(AIRA) and FZ20 
Z21(FPREPA) and FZ21 
Z22(WXA) and FZ22 
Z23(TERRA) and FZ23 
Z24(LEADAA) and FZ24 
Z25(PLANA) and FZ25 
Z26(MANA) and FZ26 
Z27(L0GSAA) and FZ27 
Z28(F0RTSA) and FZ28 
Z29(DEEPA) and FZ29 

.93 

.87 

.88 

.88 

.86 

.87 

.90 

.91 

.69 

.88 

.77 

.81 

.88 

.77 

.79 

.86 

.89 

.84 

.75 

.93 

.76 

.88 

.80 

.70 

.73 

.77 

.87 

.77 

.79 
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All the sample values of correlation are significantly different from zero. 
A statistical test of the hypothesis that the correlation is really zero is 
given by the statistic: 

t = r((n-2)/(l-r2))\ DOF = n-2. 

For details, see Ref 5-3. From Table 5-5, we see that the minimum value of 
r is 0.70. The corresponding t-value is 

t = 9.70 with 98 DOF 

This value is significant at the one percent level. We conclude that the 
correlation is significantly different from zero. Since this statement is 
true for the minimum value of the sample correlations, it is true for all 
of the correlations in the above list. We also observe that all the correl- 
ations are close to 1, indicating a high correlation and therefore a close 
fit between the observed and estimated variables. In fact, we can test the 
hypothesis that they come from a population with a specific correlation 
other than zero. For such a test, use the Fisher's z-transform: 

z = h  ln((l+r)/(l-r)). 

Fisher's z has a normal distribution with variance equal to l/(n-3) (see 
Ref 5-5). The smallest of the sample correlations is 0.70. Applying the 
z-transform, it is found that it could have come from a population with ■ 
correlation 0.8. We conclude that the agreement between the observables 
and their estimates is ^^v^  close. 

c. Linear Fit. To check the linear fit between the observed and fitted 
variables for the exploratory subsample data, the equation 

y = a+bz (5-3) 

was fitted to the data, where 

y = one of the variables Zj 

z = fitted values FZj from Equation (5-2) 

If the fitted line (Equation 5-3) is to express a proper relationship between 
y and z, then we should prove that the regression coefficient b is nonzero. 
This hypothesis is tested by the F-test (Ref 5-6). The results for tests 
of the regression coefficients are given in Table 5-6. Note that all the 
F-statistics are greater than the critical value 6.90 at 1 percent level of 
significance. We conclude that z is a good predictor of y, and therefore 
the 29 observed variables can be adequately replaced by eight factors. 
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Table 5-6. Tests of Regression Coefficients 
for the Exploratory Subsample 

Dependent variable 
(y in Eqn 5-3) F(l,90) 

SURPA 
CEA 
TRNGA 
MORALA 
LOGSA 
LEADA 
AEROA 
SURPAA 
INITA 
WINA 
KPDA 
QUALA 
ACHA 
MOMNTA 
INTELA 
TECHA 
ACHD 
RESA 
MOBILA 
AIRA 
FPREPA 
WXA 
TERRA 
LEADAA 
PLANA 
MANA 
L06SAA 
FORTSA 
DEEPA 

564.4 
278.2 
323.9 
321.7 
265.1 
277.7 
407.4 
394.0 
81.0 

320.0 
128.2 
169.2 
296.7 
127.1 
151.7 
263.3 
355.8 
221.7 
117.1 
603 
120 
310 
164.6 
84.4 

102.3 
130.0 
269.7 
129.0 
153.6 

5-6. CROSS-VALIDATION. We have shown that the 29 variables can be 
replaced by eight factors for the exploratory subsample. The method can be 
extended to the rest of the data with 501 battles and the 29 variables. 
This procedure will also be useful in cross-validation of the data 
reduction procedure by the factor analytic method. We need the values of 
Fl, F2, ... , Eg for the 501 battles. We use the factor score coefficients 
given in Table 5-7 to calculate factor scores F^, F2, ... , Eg, then use 
them in Equation 5-2 to approximate the observed variables Zj by their 
fitted values FZj. As explained in paragraph 5-5b, the verification of the 
fit is carried out by calculating the correlation coefficient r between the 
observed variables and their fitted values. These correlation coefficients 
for the nonexploratory subsample are given in Table 5-8. 

5-12 



CAA-TP-86-2 

o 
o 

a. 

>» 
o 

s- 
o 
a. 

■M 

i. 
O 

■(-» 
C 
OJ 
•r" 
U 

o 

0) 
i- 
o 
u 

00 

o 

CO oo,_(.:3-,_4CT)P^a»ir>0'*ooioo^oiOLnmcnrof»~r-tvoi—i.-Hr-~cofnooi^ 
cO'-(coo^ro^rou3ir>':rcMc\joot^'-icM.-H^iOLnir)'=r(^.—icMCO'S-vo 
o>3-i^Ln"*ii300rooo<3-r-~koa3r^<*OOr-irrcM.—ico^oo^cocvjojcn 
OOOCsJOi—i>—'■—''—•OOt—(00<—iLnooOr-iro.—iOOO'—iO<—iO 

I I    I    I I I I I I I 

LTjt—icvjcn«3-a3ooaiOiJir-icO"=fioui<^'-tr~-.<ncvi«i-i—iCTii—^ror—ir^oco 
c\j,—ir~»ooor^tr>Lncvi00ootr)'a'Lr>ro>*cooiLnLr)^uscor^'—iroocoo 
OJO^O^o^-»n"^Lr>«3•n^Or-^cO'—icocsjoc^oo^DCOir)uina3^-cor»i—I 
CMCO>—tuia3ronroa3CMCMfn^cvjii3roooioCTiior-^r>.^OOr-.r-iLr>ro 
OOOOOOOr-iOOOOOOCVJ»-iOOCvj.—IOLOOOO"—irH.—ii—I 

I     I I I     I     I     I I     I I     I 

^ro.-Hror^^iooio3<io<ouiotDO«3-i^>!»'i—iCTicomr^i—looco^flvo 
fncvjuiir5COLr)aip-.CNjr~»(nCTir-»co>—iLnLr>«:fr^cMto^>—i":^0«3*ojoi~~ 
<a-CMtOLncMr-»Lf>iD'a-(^u3CTtOix).—lOor^cMO^coixji—ir~.c\jr~~.oo>*roio 
r-~Ovoo«*^U3COO>iO(nO'^>=J*<J3cococ\JO!T>fO"=s-'*oor^ioo>jcnCT> 
ooooo>-<oooOi—ir-HO-a-coooooo-—lO'S-^^oooi—lo 

I I    I    I I    t I 

iooo>m"a-otr)'3-ocMt^y3ur>"a-oncriur)OfO'-0'a-<^ojr^^.—lvoo^Lr) 
,-(,—(<^t—icO'3-Ln>3-'3-Lr>«3-CMa>i—I.—inLr)LOior»s.cn^cMC\ji— CNJIOI^I— 
LOvoCTicocvjCMiO'-HiocouiCTicocviun'a-cncNjLnLOioouiocvJOi-nO'—t 
OOOO'*OOOOOi-lOOOOOOC\IC0C0OOO^HOO<a-.-lO 

I    I I I    I    I I I I I r I 

u. 

■ 

m 
1-H 

a; i. 
O 
o 

fO 

coff—ii—i^or^.O'J'r—i—I.—iior^Lnt—I.—ii-HcaO'-iuncvincvjoji— OLOCTI 
^o^^OCTicnfO^ocO'^'—'oi"*coOCTiLnLnr^cjn(nnoio^ocMi—1>:3- 
r-^cTiiOCOuirooorHLO.—lO"—•oOiOoiuiuDr^cocO'—tior^ai'3-i-HOc\j 
OOOro^^Or-iOr-iO.—lOCVJOOOOOOOO<—Ir-HOOOr-iOr-(0 

I I I I I    I I I    I    I 

uor~-.nr>.io<—tn(r)»:f(vivor^'*i^i—(LOOio^Ocoroi^nLnr^cO"—tO"* 
0(^CMO*r^LncMror«»tf>ncnr^<—iO'd-CT>«a-ronrovoojc\j.—iOoo«a- 
mOOOOOfOOOOOOOOfnOOOOOOt-ioOOCMOOO 

I    I I I    I    I I I I I    I I I I    I 

1—lOOascMcoiO'—<cvjt—ti— (^JCVla^o^r»^o^^v.>:l■rl-<n^•>—iooCT»ror—ioor»v 
r-»Lncn^-O00'j"O<^"3'r^<T)ui'*r-«.Lr)Lr)r—iir)OOoo«3-Mt—<roLf)Csj<no 
r~«r~~i-H<^r~~ooa»rop>.c\jrotoocviLncororoiorocT>ro<:Njfn^o<a-csj^oro 
r»^LO«j-c\jf-icMioc^j^^councMir5»-i^oocvjioTO'-tOc\ji-4CvjcOLn«3-'3- 
OOOt-HOOOOOOOOOOOOOOOOmOOOOOOOCMCSJ 

I    I I    I I I    I r    I I I 

lOoonovjtTiunr-tLouirv..—icTimcOt—tcsjto^rcMOr^t^'^ooi— i—^inoo>-H 

00000>-HOO>—ir-<t-HOr-(OOOi—<<—tOOOOO»—I>-HOOOO 

I I I I I    I    I I I    I I    I 

<< <=c <c     <. <. <c <c 
cc     =c_j<:<=c<a:< <     h-_j<c —i     Q.     <<•<     ctooct 
a.      cu=i:ooaa.oh-'=C=C—i'a:zuja:Q<i—i<ijj      cicaz<ooi—o. 
QicjrzQicjcCoiQ:'—iza<3:s:>—o3:ooaaQ:Qi=i:Q:<<2:c:3Q;Lu 
r3UJQ;OOLU=31-U3'—IQ_:DCJO^LU<_3LUO'—'Q-XLUUJ_l=i:OOUJ 
(/lot—s:_j_ioo=i:i—i^i^o-ets:!—4h-«3:Q:s:'=cu_3i—_ia-2:_iu.Q 

5-13 



CAA-TP-86-2 

Table 5-8. Correlations Between Variables and Their Fitted Values 
for the Nonexploratory Subsample 

For correlation between 
Value of the correlation coefficient 

between Zj and FZj 

Zl(SURPA) and FZl 
Z2(CEA) and FZ2 
Z3(TRNGA) and FZ3 
Z4(M0RALA) and FZ4 
Z5(L0GSA) and FZ5 
Z6(LEADA) and FZ6 
Z7(SURPAA) and FZ7 
Z8(AER0A) and FZ8 
Z9(INITA) and FZ9 
ZIO(WINA) and FZIO 
Zll(KPDA) and FZll 
Z12(QUALA) and FZ12 
Z13(ACHA) and FZ13 
Z14(M0MNTA) and FZ14 
Z15(INTELA) and FZ15 
Z16(TECHA) and FZ16 
Z17(ACHD) and FZ17 
Z18(RESA) and FZ18 
Z19(M0BILA) and FZ19 
Z20(AIRA) and FZ20 
Z21(FPREPA) and FZ21 
Z22(WXA) and FZ22 
Z23(TERRA) and FZ23 
Z24(LEADAA) and Z24 
Z25(PLANA) and Z25 
Z26(MANA) and Z26 
Z27(L0GSAA) and Z27 
Z28(F0RTSA) and Z28 
Z29(DEEPA) and Z29 

.54 

.59 

.48 

.23 

.42 

.05* 

.34 

.45 

.38 

.46 

.49 

.60 

.57 

.27 

.15 

.21 

.31 

.36 

.42 

.35 

.07* 

.16 

.30 

.10* 

.60 

.58 

.72 

.74 

.59 

Variables marked with * show practical 
counterparts, the other variables are 
FZj. The test of significance has bee 
on correlation r as explained in parag 
that the values of r are lower in this 
for the exploratory subsample. This i 
ings and factor score coefficients for 
exploratory subsample data. The "good 
F-statistlcs which are given in Table 
of the data. 

ly zero correlation with their fitted 
correlated with their fitted variables 
n carried out using Fisher's z-test 
raph 5-5b. It should be observed 
list than the corresponding values 

s to be expected, as the factor load- 
Table 5-8 were estimated from the 

ness" of fit was measured by the 
5-9 for the nonexploratory subsample 
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Table 5-9. Tests of Regression Coefficients for the 
Nonexploratory Subsample 

Dependent variable 
(z in Eqn 5-3) F{1,447) 

SURPA 
CEA 
TRNGA 
MORALA 
LOGSA 
LRADA 
AEROA 
SURPAA 
INITA 
WINA 
KPDA 
QUALA 
AC HA 
MOMNTA 
INTELA 
TECHA 
ACHD 
RESA 
MOBILA 
AIRA 
FPREPA 
WXA 
TERRA 
LEADAA 
PLANA 
MANA 
L06SAA 
FORTSA 
DEEPA 

196.5 
250.0 
141.4 
27.8 

100.9 
1.2* 

122.8 
,3 
,7 
,9 

52 
79 

126 
153.2 
267.8 
233.2 
37.7 
11.5 
21.5 
49.6 
71.6 

102. 
68. 
2. 

12.9 
45.8 
4.8* 

266.0 
238.5 
535.0 
570.8 
258.6 

1 
3 
6* 

Three variables—LEADA, FPREPA, and LEADAA—show poor F-value (critical 
F-value is 6.7 at 95 percent confidence level). The rest of the 29 vari- 
ables exceed the critical value and therefore the approximation of these 
variables by eight factors can be regarded as adequate. This completed the 
cross-validation of the technique of factor analysis for data reduction. 
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5-7. CONCLUSION. We have shown that it is feasible to replace 29 variables 
with eight factors. Moreover, e^ery  observed variable can be generated by 
the use of approximation formula (Eqn 5-2). The approximation is linear, 
therefore simple to comprehend. Other advantages in this procedure are: 

a. Parsimony. Instead of 29 variables, we have eight factors whose 
meanings are intuitively explainable. 

b. Orthogonality. The observed variables are correlated among them- 
selves (Table 5-2 shows a part of correlation matrix). The eight factors 
are uncorrelated (Table 5-10). For analytical work, uncorrelated variables 
are of great value since most of the statistical tests of significance are 
based on independent (i.e., uncorrelated in case of normal) variables. More- 
over, the correlations between any pair of observables (for the exploratory 
subsample part of data) can be reproduced by a linear combination of factor 
loadings (see Ref 5-1). This completes our. objective of data reduction 
without sacrificing information. 

Table 5-10. Pearson Correlation Coefficients Between Factors for the 
Exploratory Subsample^ 

Factor | Fl 1   " "    1 F4 F5 1 « F7 F8 

Fl 1.0000 
(   92) 

.0033 
(   92) 
P= .487 

-.0451 
(   92) 
P= .336 

-.0229 
(   92) 
P= .414 

-.0113 
(   92) 
P= .457 

-.0182 
(   92) 
P= .432 

.0243 
{   92) 
P= .409 

.0172 
(   92) 
P= .435 

F2 .0033 
(   92) 
P= .487 

1.0000 
(   92) 
ps-k-k*** 

.0047 
(   92) 
P= .482 

.0100 
(   92) 
P= .462 

.0129 
(   92) 
P= .452 

-.0124 
(   92) 
P= .453 

-.0060 
(   92) 
P= .478 

-.0092 
(   92) 
P= .465 

F3 -.0451 
(   92) 
P= .335 

.0047 
(   92) 
P= .482 

1.0000 
(   92) 
p=***** 

-.0384 
(   92) 
P= .358 

-.0612 
(   92) 
P= .281 

-.0760 
(   92) 
P= .236 

.0076 
{   92) 
P= .471 

.0085 
(   92) 
P= .468 

F4 -.0229 
(   92) 
P= .414 

.0100 
(   92) 
P= .462 

-.0384 
(   92) 
P= .356 

1.0000 
(   92) 
p=***** 

.0347 
(   92) 
P= .371 

.0395 
(   92) 
P= .354 

.0245 
(   92) 
P= .408 

-.0233 
(   92) 
P= .413 

F5 -.0113 
{   92) 
P= .457 

.0129 
(   92) 
P= .452 

-.0612 
(   92) 
P= .281 

.0347 
(   92) 
P= .371 

1.0000 
(   92) 
p=***** 

-.0046 
{   92) 
P= .482 

.0002 
(   92) 
P= .499 

.0619 
(   92) 
P= .279 

F6 -.0182 
(   92) 
P= .432 

-.0124 
(   92) 
P= .453 

-.0750 
(   92) 
P= .236 

.0395 
(   92) 
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5-8. NEXT STEPS FOR ANALYSIS OF REDUNDANCY. Some of the desirable next 
steps for analyzing redundancy are presented in Table 5-11. Naturally the 
preliminary calculations presented earlier in this chapter should be redone 
as the CDES contract provides revised data base values. Also, what data 
subsets should be used depends in part on how the World War II anomaly is 
resolved. Although a number of alternative techniques are available, 
several of which are listed in Table 5-11, this chapter used factor 
analysis for analyzing redundancy because: 

a. Factor analysis is a tested and relatively objective method that 
yields reproducible results, and that has been widely used in the social 
sciences. 

b. It is useful in cases where the variables are highly correlated, as 
is the case with the HERO data. 

c. Computer programs for factor analysis are available at CAA in stand- 
ard statistical computer program packages (Ref 5-1). 

d. Factor analysis is well-suited to an exploratory activity because it 
requires little preparation and analysis effort. 

• 
However, a word of caution is in order here. Although one of the assump- 
tions in factor analysis is that the variables are continuous, nearly all 
of the variables in this chapter are discrete rather than continuous. 
Therefore, the results obtained here are indicative rather than rigorously 
established. Consequently, future efforts should consider applying more 
flexible and powerful statistical techniques for redundancy analysis. 

The alternatives to factor analysis have their own strengths and weak- 
nesses. For example, cluster analysis (Ref 5-7), projection pursuit (Ref 
5-8), and (non-linear) transformations for maximum correlation (Ref 5-9) 
are relatively recently-developed methods. Computer programs for implemen- 
ting them are not yet offered in standard statistical computer program 
packages. Because CAA has little prior experience with these programs, a 
significant start-up cost may be required to bring them on-line at CAA and 
to learn how to use them effectively. Also, some of the alternatives 
involve fairly advanced statistical methods and require much more prepa- 
ration and analysis effort than factor analysis. Examples--in addition to 
the relatively new methods mentioned above--are discriminant analysis (Ref 
5-10), canonical correlation (Ref 5-11), and stepwise regression (Ref 5- 
12). Informal examination of the correlation matrix (Ref 5-13), while it 
requires \/ery  little additional preparation, provides results that are far 
more subjective and dependent on the skill and personal idiosyncracies of 
the analyst than are factor analysis results. Naturally, whatever tech- 
nique or combination of techniques may be used for redundancy analysis, the 
results obtained should be documented in an appropriate form. 
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Table 5-11. Next Steps for Analysis of Redundancy 

1. Revise the Preliminary Calculations as CDES Results Become Available. 

2. What data subsets to use hinges on resolution of the World War II 
Anomaly. 

3. Explore Alternative Techniques for Analyzing Redundancy. 

a. Informal Examination of the Correlation matrix 

b. Cluster Analysis 

c. Projection Pursuit 

d. Discriminant Analysis 

e. Canonical Correlation Analysis , 

f. Stepwise Regression Analysis 

g. Transformations for Maximum Correlation 

4. Document the Results Obtained 

5-9.  CONCLUDING OBSERVATIONS ON THE ANALYSIS OF REDUNDANCY 

a. The problem of determining what underlying or "basic" factors under- 
gird a given set of observations has vexed statisticians, scientists and 
philosophers for thousands of years. Factor analysis is currently reputed 
to be one of the more frequently used techniques, and we have applied it to 
29 variables from the HERO data base. The results indicate that the original 
29 variables can be replaced in future analyses by 8 new factors that are 
uncorrelated (i.e., not redundant) with practically no loss of information 
(in the technical sense). 

b. Nevertheless, the 8 new factors produced by the principal factors 
method may not be as intuitively clear as the original 29 were. Also, the 
present analysis intermingles variables from the original HERO data base 
Tables 4 and 6, although there may be good reasons to keep them separate. 
Moreover, we have applied factor analysis methods to discreto data even 
though the method technically requires the data to be continuous. Accord- 
ingly, the present exploratory effort at redundancy analysis must be used 
with caution, and future analyses should consider alternative approaches. 
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CHAPTER 6 

TEST OF A BREAKPOINT HYPOTHESIS 

6-1. INTRODUCTION 

a. The purpose of this chapter is to address the validity of a break- 
point-type hypothesis for determining the terminal status of a land battle. 
The version of the breakpoint hypothesis used is a moderate simplification 
of the ones frequently used to determine when and how to terminate simulated 
combat for various types of combat models, such as those used in wargames, 
computer simulations, and the like. It is as follows: 

• Each side selects independently a breakpoint from a distribution of 
such breakpoints and gives up the battle when its casualty fraction 
reaches its breakpoint. 

• These breakpoint distribution curves are generally applicable. 

• The casualty fractions of the forces are deterministically and 
monotonically related to each other. 

Some of the major theoretical implications of this breakpoint hypothesis 
are quantitatively compared against casualty-fraction distribution data 
from the HERO data base. 

b. The principal finding is that the above breakpoint hypothesis is 
contradicted by the available historical data. However, the task of 
devising a theory that satisfactorily accounts for the available data is 
not within the scope of this paper. Until a better theoretical explanation 
of the battle termination process becomes available, the soundness of 
models of combat such as war games and computer simulations that make 
essential use of breakpoint hypotheses is suspect. 

c. The breakpoint hypothesis has been tested previously using the CORG 
and the BWS data bases (Ref 6-1). The results obtained here, using the 
HERO data base, support and confirm these earlier results. Much of the 
material in this chapter is based on Ref 6-1 and extracts from it are used 
liberally in this paragraph and also in paragraphs 6-2 and 6-3. 

6-2. ORIENTATION 

a. Consider two opposing forces engaged in a land battle. As the 
engagement continues, both sides will suffer casualties. Eventually, the 
battle will end. At the termination of the engagement, the situation may 
be one of the following: 

• One side has, for all practical purposes, been annihilated, leaving 
its opponent in control of the battlefield. 
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t One side surrenders and submits to the will of its opponent, who 
thereby acquires control of the battlefield. 

• Neither side has surrendered or been annihilated, but one of them 
has disengaged and either has withdrawn or is in the process of 
withdrawing from the area, leaving its opponent rather clearly in 
control of the battlefield. 

• Neither side has surrendered or been annihilated, but both sides 
have disengaged their forces, and both sides either have withdrawn 
or are in the process of withdrawing their forces from the area. 
The withdrawal is mutual, and it is impossible, or at any rate a 
very  difficult and controversial matter, to assert that either side 
has practically exclusive control of the battlefield. 

b. This list of possibilities excludes a situation that occasionally 
occurs, in which both sides have disengaged their forces, but neither side 
appears ready to leave the field. Sporadic skirmishes may be taking place 
along the line of demarcation. (Typically, this sort of situation occurs 
when a defensive force is reluctant to leave a strong defensive position in 
the presence of a relatively stronger enemy who considers that an immediate 
assault would not be worth the probable losses.) These conditions evidently 
describe a kind of unstable standoff that will eventually resolve itself 
either into a renewal of the engagement or into one of the four kinds of 
termination described earlier, so we will view the standoff case as a temp- 
orary pause or lull in hostilities, rather than as a conclusion of the 
engagement. 

c. Of the four terminal situations listed, the second and third, where 
there is a fairly clear-cut victor, seem to be the most common. Possession 
of the battlefield seems to be a generally accepted criterion of victory in 
the battle. There are cases in which the battle loser has imposed a serious 
strategic cost on the tactical battlefield winner. The "Pyrrhic" victory 
(Battle of Asculum, 279 B.C.) is a famous example of a tactical victory 
obtained at a heavy strategic loss. Annihilation is quite rare except in 
circumstances where retreat is impossible (as may occur, for example, in 
sieges or in island campaigns). Even where retreat is out of the question, 
a defender whose position is deteriorating will normally surrender rather 
than fight to the last man. Mutual withdrawal, with its inconclusive out- 
come, although more frequent than annihilation, is still a relatively rare 
occurrence. In general, a weakening side will prefer to withdraw and aban- 
don the field rather than surrender to its opponent, and (if withdrawal is 
not feasible) will usually prefer to surrender at some casualty level short 
of 100 percent total annihilation. 

d. A so-called "break curve" is a device often used to model the inclin- 
ation of a weakening force to discontinue the engagement by acknowledging 
defeat and either withdrawing (if it can) or surrendering. It is a curve 
that purports to show the probability that a force will discontinue the 
engagement as a function of the casualty fraction that it has sustained. 
Figure 5-1 shows a hypothetical break curve. A break curve is often 
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used in combat models as follows. At or before the beginning of a simulated 
engagement, a sample casualty-fraction value for each side is drawn from 
the distribution of such values defined by an appropriate break curve. The 
values so selected are called the "breakpoints" for the two sides. Then, 
as the engagement progresses, both sides are considered to be engaged in a 
contest for dominance until one of them accumulates enough casualties to 
equal or exceed its preselected breakpoint. At that point, the side whose 
preselected breakpoint has been reached is said to "break," meaning that it 
is presumed to discontinue or "break off" its attempts to dominate the oppos- 
ing side. Thus, the side that breaks is considered by the rules of this 
particular model to lose the battle. 
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Figure 6-1. Hypothetical Break Curve 
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Figure 6-2. A Deterministic Break Curve 

f. Objections to the validity of deterministic break curves as descrip- 
tors of combat behavior have been voiced from time to time. For example, 
according to Ref 6-3, "The statement that a unit can be considered no longer 
combat effective when it has suffered a specific casualty percentage is a 
gross oversimplification not supported by combat data." The collection of 
casualty data included in Appendix F of Ref 6-1 and in paragraph 3-7 of 
this paper confirms this conclusion. Ref 6-3 showed that a deterministic- 
type break curve is not generally applicable to the observed behavior of 
combat units but did not analyze the validity of the more general type of 
break curve illustrated in Figure 6-1. At present, the validity of the 
more general type of break curve seems to be a controversial matter. On 
one hand, some analysts have proposed their use for wargaming, maneuver 
control, and similar purposes, as noted earlier. Other analysts have 
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designed simulations using the simpler and more specialized deterministic_ 
break curves, despite Ref 6-3's objections to their merit, and so by implica- 
tion have embraced the basic philosophy that unit behavior is representable 
by some type of break curve. 

g. On the other hand, some analysts have grave misgivings about the 
validity of break curves—even while they may, on occasion, use them for 
lack of anything better. Some of the objections raised against the use of 
break curves are discussed below. Most of them can be characterized as 
suggesting that some other factor or factors than simply the current casualty 
level of a force influence the break behavior of the force. Frequently 
these other factors are proposed as considerations supplementary to, rather 
than as replacements for, the casualty-level criteria. This suggests that 
the casualty level is often thought of as a sort of "core" consideration 
that may be modified in particular situations by some of these additional 
considerations. 

h. For example, it is sometimes suggested that the casualty rate, as 
well as the casualty level, influences the behavior of a force. Other con- 
siderations include the level of training and battle experience of the troops, 
the influence of inclement weather or other unusual environmental stress, 
the importance of the mission, troop morale, the quality of leadership, the 
degree of knowledge and intelligence of the enemy's situation and intentions, 
the perceived vigor of the enemy opposition, the scale of friendly fire 
support and troop reinforcement, the logistical supply situation, and the 
availability of good communications with other friendly units. Many of the 
considerations that impinge on the intuitive plausibility of the break curve 
approach are carefully discussed in Ref 6-3. We do not intend to pursue 
the extent to which the break curve model's "face validity" is affected by 
these plausibility arguments, since we will confront our model with empirical 
data in order to determine its validity. 

i. However, there is one further objection that has been raised against 
the break curve approach that needs to be discussed in somewhat more detail. 
This is the observation that each side in an actual battle surely considers 
the progress of the battle and continually assesses its own situation rela- 
tive to that of its opponent, rather than being governed solely by its own 
condition. In this view, each side conducts itself according to the results 
of a dynamic decision process lasting throughout the battle rather than 
preselecting a specific breakpoint, as is done in the conventional applica- 
tion of break curves to war games, simulations, and field maneuvers. That 
the objection is not always relevant is demonstrated by the discussion in 
Appendix C of Ref 6-1, where it is shown how most types of continuous deci- 
sion processes can be subsumed under the break curve paradigm without losing 
any generality. The key assumption in such derivations is the supposition 
that each side, while it may decide continually whether to continue the 
engagement or not, bases the decision solely on its own current casualty 
fraction. Similar derivations of break curves from dynamic decision proces- 
ses have been given in Refs 6-4, 6-5, and 6-6. In none of these derivations 
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is the possibility explicitly considered that one side's breakpoint may 
depend on the casualty level of its foe. Thus, it seems that in order for 
the objection raised earlier (that break curves fail to reflect the dynamic 
decision processes actually taking place in combat) to retain its validity 
it must also be supposed as a minimum that one side's breakpoint distribu- 
tion depends on the other side's casualty level. 

j. In addition to the conceptual issues discussed above, there are sev- 
eral practical problems in assessing the validity of breakpoint assumptions. 
These stem from the kind of empirical evidence that is more-or-less readily 
available for comparisons with the model. First, the recoverable data are 
essentially limited to estimates of the attacker and defender initial troop 
strength, of the total losses* on each side, and (occasionally) of the tem- 
poral duration of the battle, together with a narrative account of the act- 
ion and a historical judgment either awarding the victory to one side or 
the other or declaring the outcome "indecisive." Second, the criteria for 
assessing casualties may vary among battle descriptions from wery  broad to 
highly restrictive. Third, there is often much scope for human error and/or 
capriciousness in selecting the forces to be included in establishing troop 
strength or casualties, as well as in arriving at an accurate inventory of 
these quantities. These problems are noted and discussed a bit further in 
Ref 6-7, but no solution to them (short of a detailed and thorough reexamin- 
ation of the original historical records) is in evidence. These problems 
make enlarging the sample size a tedious, time-consuming, and \jery expen- 
sive task. Such is the nature of the basic data at our disposal. 

k. To the above difficulties yet another must be added—namely that the 
attrition dynamics intervene between the break curve and the observed battle 
outcome and force ratio. That is, after breakpoints are established, paral- 
lel casualty assessments for each side must be made in order to determine 
the final outcome and casualty fractions. Consequently, it is clearly incor- 
rect to establish a break curve by simply plotting the cumulative fraction 
of battles that terminated before various casualty-fraction levels were 
sustained. A correct analysis of the relation of observed casualty-fraction 
distributions and break curves is given in Chapter II of Ref 6-1. 

1. The next paragraph summarizes the results of that analysis, states 
the breakpoint hypothesis that will be tested, and describes the method 
used to test it. 

*Not necessarily only those inflicted prior to reaching a breakpoint. 
In some cases, the historically reported casualties may have occurred after 
the break. For example, routs sometimes degenerate into massacres, and on 
occasion troops that have surrendered may have been slain. 
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6-3. STATEMENT OF THE BREAKPOINT HYPOTHESIS. The breakpoint model consid- 
ered here is founded on the following postulates. The ensuing development 
requires each of the assumptions made, as well as some additional ones that 
will be introduced as we go along. 

a. Postulate A. Termination of a battle can be considered as governed 
by the following mechanism, or one that gives the same results: Prior to 
the battle, each side independently, and at random, selects a casualty-frac- 
tion value (breakpoint) from some distribution of casualty fractions. When 
either side experiences a casualty fraction equal to its preselected break- 
point, the battle terminates with a loss to the side that "broke."* 

b. Postulate B. The breakpoint distributions (break curves) mentioned 
above are generally applicable. That is, they are the same for all battles, 
irrespective of the size of forces involved or when, where, by whom, or 
with what the battle was fought. 

c. Conments on Postulates A and B. 

(1) Postulates A and B are introduced because they are in fact the 
way break curves are used in many war games and combat simulations. Postu- 
late B can be tested by various groupings of empirical battle data, and 
also makes explicit an assumption that is often overlooked. Postulate B 
is, to a large extent, provisional, in that we may modify it if the 

*In employing the casualty-fraction value as the key parameter value, 
there is a tacit assumption that the battle is fought to its conclusion 
with the forces on hand at the start, since this provides a well-defined 
base for establishing the casualty fraction. If reinforcements occur during 
the battle, then it is necessary to have some further rules about how to 
determine the casualty fraction. For example, Clark (Ref 6-1) computes 
distinct casualty-fraction values two ways: (1) cumulative casualties from 
start of engagement per troop at the start, and (2) the difference, cumula- 
tive casualties less cumulative replacements, per troop at the start. In 
other contexts, reinforcements are often modeled in one of two extremes, 
i.e., either they are assumed to have a negligible impact on the situation 
and ignored (perhaps with some rationalization to the effect that they 
arrived too late to affect the outcome), or they are lumped with the initial 
forces and so are counted as being fully effective throughout the battle. 
In this paper, we shall take the initial forces given in the references 
consulted as the base for determining casualty fractions. 
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empirical data warrant it. It is certainly a rather strong and perhaps 
controversial postulate, once it is clearly stated. However, it is hoped 
that it may be testable, whereas the opposite tack of assuming that eyery 
battle fought has its own special break curves which depend on the unique 
circumstances surrounding the particular battle is not likely to lead to a 
theory that can be compared with such data as are available. 

(2) While data from which accurate curves may be drawn are hard to 
come by, there is no other reason for restricting the method to a single 
break curve. In principle, the appropriate break curve could be made to 
depend on any condition that could be known at the time the break curve is 
sampled, such as whether the force is initially attacking or defending, its 
state of training, experience, morale, physical weariness, etc. We will 
not pursue this possibility here. The approach adopted is in keeping with 
the spirit of Richardson's Principle to the effect that "formulae are not 
to be complicated without good evidence" (Ref 6-8, p. xliv). 

d. Notational Conventions 

(1) Some notation needs to be introduced at this point (also see the 
Glossary). Let FX(t) and FY(t) be the fraction of casualties for side X 
(attacker) and side Y (defender) as of time t after the start of the battle. 
Let LX and LY be the breakpoints or casualty-fraction threshold values for 
the attacker (side X) and defender (side Y), respectively. Let FX and FY 
be the fraction of casualties sustained by the attacker and the defender 
during the whole course of the engagement. 

(2) By virtue of the breakpoint hypothesis, LX and LY are random vari- 
ables with appropriate distributions. At the conclusion of the battle, 
either FX or FY is equal to its corresponding breakpoint, while the other 
is less. Thus, we have either FX is less than LX and FY = LY (in which 
case the attacker wins), or FX = LX and FY is less than LY (in which case 
the defender wins). In either case, both FX(t) is less than LX and FY(t) 
is less than LY hold for all times t from the onset of the battle to its 
conclusion, i.e., for t at least 0 and t not exceeding T. With this nota- 
tion, we can introduce postulate C. 

e. Postulate C. The losses, and hence equivalently the casualty frac- 
tions, of the forces are deterministically and monotonically related to 
each other. That is, there is a monotonically increasing function, 'i'(*)> 
such that 

FX(t) = ^   (FY(t)) , 

for all t greater than zero and less than T. 
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f. Concluding Observations on Postulates A, B and C. It would be of 
interest to consider the effect of assuming nondetertninistic and/or nonmono- 
tonic relationships between the two casualty fractions although such an 
investigation is not within the scope of this analysis. The assumption 
made here is a generalization of that made by Weiss*, who assumes that the 
casualty fractions are proportional to each other (see Ref 6-6, p. 776), 
i.e., that there is a "fractional exchange ratio," R, such that 

FX(t) = RFY(t). 

This is equivalent (provided, of course, that R is greater than zero) to 
the special case of I* (u) = Ru. At a later point in the argument, we will 
find it useful to introduce particular forms of the function "H   .    The real 
reason for assuming ^ to be strictly monotonic is to assure that it will 
have a uniquely definable inverse, ¥ -1, whose role is made clear by ensu- 
ing developments. 

6-4. METHOD FOR TESTING THE BREAKPOINT HYPOTHESIS 

a. Selected Consequences of the Breakpoint Hypothesis. In Ref 6-1 it 
is shown that the breakpoint hypothesis stated in paragraph 6-3 has the 
following logical consequences: 

P(FX <s / ATKWIN) = P(FY< y -l(s) / ATKWIN)      (6-1.1) 

P(FY <  s / DEFWIN) = P(FX <   m  {s) /  DEFWIN),      (6-1.2) 

where ATKWIN means the attacker wins (i.e., WINA = +1) and DEFWIN means the 
defender wins (i.e., WINA = -1). 

*The details of Weiss' subsequent development diverge from ours in that 
he introduces a model of break behavior in terms of a continual, but mutually 
independent evaluation of current status by each side. However, as was 
noted earlier, the approach presented here applies to this case also, once 
the break curves for each side have been derived from the dynamic model of 
each side's decision behavior (Ref 6-1, Appendix C). 
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b. Now suppose that we form a graphical plot of the observed or empir- 
ical casualty fractions for a collection of battles that were won by the 
attacker. A hypothetical plot is shown in Figure 6-3, on which the dashed 
lines indicate how, using equation (6-1.1), the value of "^  "Ms) can be 
graphically read off this plot. Reference 6-1 gives the mathematical just- 
ification for this procedure. An exactly analogous procedure applied to 
the corresponding plot for battles won by the defender will yield the value 
of '? (s). By repeating the process for several values of s and interpolat- 
ing, it is thus possible to determine suitable approximations to both of 
the functions and "^   and "i ~^ -1 

CUMULATIVE 
FRACTION OF 
BATTLES 

P(FX<s/ATKWIN) 

P(FY<s/ATKWIN) 

CASUALTY 
FRACTION.s 

t-Ms) 

Figure 6-3. Construction of the "^ -1 Functi on 
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Figure 6-4. Test the Logical Consequence of the Breakpoint Hypothesis: 
Are y and ¥ -1 Inverse Functions? 
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6-5. TEST OF THE BREAKPOINT HYPOTHESIS. The empirical data needed to test 
the hypothesis are the distributions of casualty fractions conditioned on 
who wins, as symbolically expressed by equations (6-1). Curves of this 
type, determined by the HERO data base values, are shown in Figures 6-5 and 
6-6. They were generated using the non-WWII data subset with draws counted 
as defender wins. The empirical ^ and 'i' -1 functions generated from 
these casualty fraction distributions are shown in Figure 6-7. Clearly, 
the empirical 1* and "^ -1 functions are not related as inverse functional 
relationships (see Figure 5-4). Consequently, the breakpoint hypothesis 
stated in paragraph 6-3 cannot be correct—at least one of its three postu- 
lates must be wrong. 

CUMULATIVE 
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Figure 6-5. Distribution of Casualty Fractions When the Attacker Wins 
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Figure 6-6. Distribution of Casualty Fractions When the Defender Wins 
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6-6. NEXT STEPS FOR HYPOTHESIS TESTING. Some of the next steps for hypoth- 
esis testing are given in Table 6-1. The "V    and ^ -1 functions should be 
recomputed when the CDES contract provides revised data on particular bat- 
tles. What data subsets should be used in computing these functions depends 
in part upon how the WWII anomaly is resolved. Several hypotheses in addi- 
tion to those concerned with breakpoints can be considered and it may be 
possible to design appropriate ways of testing some of them by using data 
from the HERO data base. Finally, any results that are obtained should be 
documented in an appropriate form. 

Table 6-1. Next Steps for Hypothesis Testing 

1. Revise the preliminary calculations as CDES results become available. 

2. What data subsets to use hinges on resolution of the WWII anomaly. 

3. What other hypotheses can be tested? 

a. Three-to-one force ratio for successful attack? , 

b. Advance rate increases with force ratio? 

c. Air"support significantly enhances P(WIN)? 

d. Fortifications significantly raise defender's P(WIN)? 

e. Casualty exchange ratio improves with force ratio? 

f. Fractional exchange ratio has not changed much over the years? 

g. Are EPS and ADV constant with respect to time during a battle? Can they be 
estimated accurately from an earlier portion of a battle? Can they be predicted 
before the battle is joined? 

h. Any evidence for attrition laws other than the square law? 

1. What is the evidence for "Osipov's Law," that losses are inversely proportional 
to the square roots of the initial strengths? Is the attrition fraction (or 
rate) lower for large forces than for smaller ones? 

j. Are EPS and ADV independent? 

k. Does EPS and/or the casualty rate increase with advances in weapons technology? 

1. Is EPS directly proportional to the duration of battle (so that LAMBDA is nearly 
constant), or is LAMBDA inversely proportional to the duration of battle (so 
that EPS is nearly constant)? 

m. Do battles with ADV near zero tend to last longer and/or to be more bitter than 
those with high or low ADV values? Is this true when both sides can fairly 
readily break off the engagement? 

n. In the US Civil War, did declining morale and equipment cause losses in battles 
or did the battle losses cause the decline in morale and equipment' Is there a' 
secular trend of ADV with respect to battle date during the Civil War? 

0. Is there a critical force ratio at which a side engaged in a battle will 
"break?" 

4. Document the findings. 
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6-7. CONCLUDING OBSERVATIONS ON HYPOTHESIS TESTING r 

a. We have presented a test of a breakpoint hypothesis to illustrate 
the potential of hypothesis testing as a method for using combat data to 
study wargaming issues. This work may also serve as instructive example 
for future efforts at hypothesis testing. 

b. The particular breakpoint hypothesis considered was shown to be 
false. This result casts doubt on the validity of the break curves 
constantly used in wargames. 

c. Devising a satisfactory theory of victory in tactical operations 
was not within the scope of the effort reported in this paper. 
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CHAPTER 7 

OTHER ANALYSES 

7-1. INTRODUCTION. A number of important and interesting analyses, which 
could not be addressed within the scope of the effort described in this 
paper, are planned for future work. They are called for by the CHASE study 
directive's objectives and essential elements of analysis (EEA), or are 
part of the CHASE study plan. This chapter describes the objectives, scope, 
and next steps for future analyses dealing with (1) rates of advance, (2) 
the influence of air support, and (3) long-term trends. However, the 
future investigation of other important issues that may arise is not pre- 
cluded, even though they may not fit neatly within the categories mentioned 
earlier. Rather, issues will be addressed in priority order after consid- 
ering the following factors bearing on their priority (listed roughly in 
order of importance): 

a. Relative current interest or importance of the issue for military 
operations research, concept formulation, wargaming, and studies and 
analyses. 

b. Relative prospects of obtaining useful and relevant results from an 
analysis of the types of information provided by the HERO, CORG, and BWS 
data bases. 

c. Relative benefits (in the form of computer programs, necessary pre- 
liminary steps, insights, etc.) to subsequent phases of CHASE from conduct- 
ing the investigation at this time. 

d. Relative ease of performing the analysis. 

7-2. RATES OF ADVANCE 

a. Orientation. One of the CHASE study's EEAs is "What can be said 
about the factors influencing rates of advance in land combat?" In 
addressing this EEA it must be recognized that the HERO data base deals 
with battles rather than with theater operations, campaigns, or wars. 
Consequently, its information on distances and rates of advance are those 
for forces that are fully engaged in combat. For example, the HERO data 
base does not provide data on the average rates of advance in campaigns or 
in unopposed operations. In addition, careful attention must be given to 
the following definitions used in the original HERO data base: 

(1) Attacker (NAMA). "That military force which, at the beginning or 
in the first phase of an engagement, initiates and sustains significant 
offensive action against its opponent." 
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(2) Duration (T). "The extent of time, expressed in number of days, 
during which an engagement takes place." In the HERO data base, a portion 
of a day is considered a full day, except in cases of overnight engagements 
in which significant combat began in late afternoon or evening and was con- 
cluded before noon on the following day. In such cases the engagements are 
considered one-day engagements, since the duration was less than twenty- 
four hours. 

(3) Distance Advanced (KPDA). "That distance, in kilometers, from 
the line of departure to the farthest point reached by significant maneuver 
elements of the attacking force, measured along the axis of advance". 
(NOTE: The values actually published in the data base are rates of advance 
in km/day, rather than distances in km). 

These definitions sharply limit the derivable conclusions on rates of 
advance. One important problem is that the KPDA values reflect only the 
position of forces at the end of the battle. For example, negligible or 
zero values of KPDA may represent a practically stationary line of contact, 
an unsuccessful slight penetration followed by a slight retreat by the 
attacker, an unsuccessful deep penetration followed by a counterattack that 
restored the line and then drove deeply into the attacker's initial posi- 
tion but was eventually repulsed, leaving both sides close to their initial 
positions, etc. Also, a modest value of KPDA may represent a successful 
permanent advance by the attacker, an initial attacker success that was 
halted by a sharp counterattack, a planned defender withdrawal followed by 
an envelopment that totally defeats the attacker, etc. Moreover, since the 
maximum attacker penetration will not always correspond to the end of the 
battle, dividing the attacker's penetration distance by the total battle 
duration introduces a systematic bias toward lower advance rates than were 
actually attained. A further systematic bias tending to make the reported 
rates of advance smaller than they are in reality is introduced by the use 
of whole days for durations, rather than more exact values. In sum, the 
HERO data are not well suited to an analysis of rates of advance that would 
be comparable to previous work (i.e., Refs 7-1 through 7-12). 

b. Next Steps. As noted in Chapter 2, refined time duration data are 
being provided under the GOES Contract, and this will eliminate the bias 
caused by the use of whole days rather than true duration data. However, 
it will not affect the bias introduced by assuming that the maximum pene- 
tration occurred at the end of the battle. Also, what battles to include 
depends in part on how the WWII anomaly is resolved. In view of the 
observations made in paragraph 7-2a, the foreseeable next steps are limited 
to inquiring whether the rates or distances advanced by the attacker depend 
in an important way on such variables as force ratio, level of air support, 
casualty exchange ratio, fraction exchange ratio, ADV, EPS, weather, ter- 
rain, etc. The findings will then have to be interpreted and documented in 
suitable form. 
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7-3. AIR SUPPORT 

a. Orientation. One of the EEAs is "Can the historical influence of 
air support on the outcome of land battles be quantified"? Since neither 
the CORG nor the BWS data bases contain information on air support, the 
analysis will necessarily be limited to the data in the HERO data base. 
The HERO data base gives, for some battles of the WWI era on, judgments of 
which side had air superiority, how much air superiority favored one side 
or the other, the number of close air support sorties flown by each side, 
and the number of these aircraft that were lost in combat on each side. 
However, this information is not given for all battles. Also, except for 
the number of aircraft lost, the HERO data base provides no information on 
the local air defense capabilities of the two sides. These conditions 
limit the kinds of analyses than can usefully be accomplished. 

b. Next Steps. Since most of the battles with air support data are 
from the post-1940 era, the manner in which the WWII anomaly is resolved 
will significantly affect the air support analysis. However, it may be 
possible to determine whether the general level of adjudged air superiority 
and/or the number of close air support sorties flown by each side 
significantly: 

• 
(1) Increases the probability of winning, 

(2) Accelerates the rate of advance, or increases the depth of 
penetration, 

(3) Shortens battle duration, increases battle intensity (LAMDA), or 
alters bitterness (EPS), 

(4) Improves the casualty exchange ratio (CER) or other variables 
such as FER, ADV, ACHA, or ACHD, 

(5) Heightens tactical surprise, and 

(6) Influences other factors to be determined. 

Of course, any results must be interpreted and documented in suitable form. 

7-4. LONG-TERM TRENDS 

a. Orientation. One of the CHASE Study's EEAs is "What long-term 
trends can be detected in historical combat data?" What trends are 
perceived depends in part on the timespan covered by the data. The CORG 
data base has fewer battles and spans about the same time period as does 
the HERO data base, but includes a few battles from ancient times. The BWS 
data base has more battles but spans only the time period 1618-1905, as 
compared to the HERO data base's 1600-1973 time span. Both the CORG and 
BWS data bases will probably supplement usefully the HERO data base for 
some aspects of long-term trend analysis. 
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b. Prior Work. Several publications (Refs 7-13 thru 7-18) describe 
some earlier work on trends. Of these, only Reference 7-15 is applicable 
to battles and engagements. The others deal with wars and campaigns, which 
transcend the information given in the HERO, BWS, and CORG data bases. 
However, Reference 7-15 does not give sample sizes, does not provide the 
raw data, and its published findings cannot be traced to the original data 
sources. Nevertheless, its conclusions suggest the type of information on 
trends that may be obtainable: 

"A quantitative analysis of the major wars of the last 250 years 
shows increasing trends in the following: 

"(a) The magnitude of wars as measured either by the total numbers 
mobilized or the average effective strengths of the armies. More countries 
tend to take part in modern wars and greater proportions of their popula- 
tions become involved. 

"(b) The average size of armies in battle. 

"(c) The cost of wars, measured either by the actual cost or the 
proportion of their national incomes to participating nations spent on 
them. 

"(d) The deadliness of wars, measured by the total number of 
casualties incurred in them. 

"(e) The proportion of artillery and supply troops in armies. 

"(f) The proportion of casualties caused by fragmentation weapons. 

"(g) The average small arms and artillery firepower of armies per 
1,000 combat troops. 

"(h) The average cost in ammunition of causing casualties. 

"(i) The average range at which casualties are caused. 

"(j) The daily supply requirements per man. 

"A detailed analysis of these trends, together with a considera- 
tion of present and probable future developments in warfare is necessary 
before an estimate can be made of their probable continuance. 

"The ratios of the total numbers of casualties to the total num- 
bers mobilized in the various wars has tended to increase with the length 
of the wars, but the average probability of any soldier becoming a casualty 
at any time during any one of those wars has not shown a large variance or 
any marked trend. 
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"As the daily expenditure of ammunition by troops has increased, 
the cost in ammunition of causing casualties has tended to show asimilar 
increase. The introduction of more effective means of attack during this 
period have been counteracted by improved defensive measures which have 
proved more or less as effective." 

c. Next Steps 

(1) Detection of Trends. After revising the data on the basis of the 
CDES contract results and deciding how to handle the WWII anomaly, the data 
can be examined for evidence of the following hypothesized long-term 
trends: 

(a) Increasing casualty fractions. 

(b) Larger forces. 

(c) Wider fronts. 

(d) Decreasing linear troop density. 

(e) Longer battle durations. 

(f) Lower casualty rates. 

(g) Long-period oscillation between offensive and defensive 
preponderance. 

(h) Changes with respect to battle date in such variables as FR, 
ADV, EPS, T, LAMBDA, FER, CER, XO, YO, P(WIN), etc. 

(2) Interpretation of Trends. Any trends discovered above must, of 
course, be interpreted and documented in suitable form. The significance 
of trends may be clarified by relating them to parallel trends in science 
and technology, tactics, command and control, logistics, lethality, geo- 
politics, demographics, economics, or other relevant factors. Some 
attempts along these lines are reported in Refs 7-19 through 7-32. A list 
of some of the major wars and other significant events of the period 
1600-1985 would illustrate the dramatic changes in science and technology 
over this period, and may be useful in relating combat trends to other 
historical events. Figure 7-1 shows the trend in one measure of weapon 
lethality over time (the index of lethality is explained in Refs 7-22 and 
7-30). 
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Figure 7-1. Increase of Weapon Lethality and Dispersion over History 
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7-5. CONCLUDING OBSERVATIONS ON OTHER ANALYSES 

a. Some work by other investigators, cited in this chapter, suggests 
that certain long-term trends may be detectable in the data. In addition, 
information on rates of advance and on the influence air support has on 
land combat operations would be of value to wargamers and other military 
operations analysts. Although work on these topics is beyond the scope of 
the effort described in this paper, we plan to address them in future 
analyses. 

b. The analysis of rates of advance will be greatly aided by availa- 
bility of the ODES contract results regarding accurate battle durations. 

c. Resolving the WWII anomaly will help identify those WWII battles 
that will provide the most trustworthy basis for examining the effects of 
tactical air support on the outcomes of land combat operations. 

d. Future studies of long-term trends can profitably begin with a 
detailed re-examination of the long-term trends suggested by earlier works. 
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CHAPTER 8 

CONCLUDING FINDINGS AND OBSERVATIONS 

8-1. GENERAL. This paper documents the progress made on the CHASE Study 
during the period August 1984 - June 1985. During that period all tabular 
data in the HERO data base was reduced to machine readable form and sub- 
jected to a preliminary analysis. The appropriate next steps were also 
outlined. Efforts were made to adhere consistently to high standards of 
scientific practice. 

8-2. KEY FINDINGS 

a. Essential Elements of Analysis (EEA). The research was guided by 
five EEAs, as provided by the Study Directive (Appendix B). Summaries of 
the state of development reached during the period covered by this paper 
are as follows: 

(1) Can the factors that have historically been most closely associ- 
ated with victory in battle be identified? Six variables were tested for 
close association with victory in battle. Of these, three (ADV, LOG(FER), 
and RESADV)) seem technically much more closely associated with victory 
than the others (LOG(CER), LOG(EPS), and LOG(FR)). The battle data from 
World War II seems to be anomalous in the sense that the relationship of 
victory in battle to ADV seems to be much weaker than for battles of earlier 
and later eras. The reasons for this anomaly are not yet well understood, 
but the leading hypothesis seems to be that the data for several World War 
II era battles are flawed. 

(2) What long-term trends can be detected in historical combat data? 
The analysis of long-term trends was not emphasized during the period cov- 
ered by this paper. However, it appears that there has been no long-term 
secular trend over the last 400 years in the proportion of battles won by 
the attacker. 

(3) Can the historical influence of air support on the outcome of 
land battles be quantified? An analysis of the effects of air support was 
not within the scope of the effort covered by this paper. 

(4) What can be said about the factors influencing rates of advance 
in land combat? An analysis of the factors influencing rates of advance 
was not considered fruitful during the period covered by this paper, because 
the battle duration data in the data base used were reported only to the 
nearest day, which is too coarse a time resolution to provide rate values 
suitable for analysis. 

(5) What lessons were learned regarding the preparation of battle and 
engagement data bases for use in quantitative analyses? Lessons learned 
regarding the preparation of data bases will be reported separately. 
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8-3. OBSERVATIONS 

a. Observations on Data Bases 

(1) The HERO data base needs to be enhanced before analyzing it 
extensively. To satisfy the need for data base refinement, the CHASE Data 
Enhancement Study (CDES) contract was awarded to the Historical Evaluation 
and Research Organization (HERO) to revise and extend the data base. The 
results of the CDES contract were not available in time to include in this 
paper. 

(2) The HERO data base of 601 battles provides more detailed and system- 
atically tabulated information on more battles, especially recent battles, 
than any other currently available data base. As a result it often is better 
suited to quantitative analysis than other sources of information.. The 
CDES contract results will substantially enhance its accuracy and utility. 

(3) Other, less comprehensive data bases will usefully supplement 
information in the HERO data base, and can be used selectively to investi- 
gate the extent to which findings based on the HERO data generalize readily 
to other data bases. 

b. Observations on Descriptive Statistics 

(1) Descriptive statistics express succinctly the predominant charac- 
teristics of a mass of data, and provide insights that usefully supplement 
those obtained by a study of individual cases. However, a clear perception 
of cause and effect relationships usually requires more sophisticated 
techniques. 

(2) The HERO data base is mainly representative of short, pitched 
land combat battles fought by organized division- and corps-sized military 
formations during the 19th and early 20th centuries in Europe or North 
America. 

(3) The attacker won about 51 percent of the 601 battles recorded in 
the HERO data base. The probability of an attacker victory may have declined 
slightly from 1600 to about 1850-1900, and then risen from about 1850-1900 
to the 1970's, but the evidence for this gradual secular change is too slight 
to be depended upon. 

(4) Battle durations seem to be distributed approximately as Weibull 
or as lognormal random variables. 

(5) Casualty fractions seem to be distributed approximately lognor- 
mally. The attacker's casualty fraction tends to be less than the 
defender's. 
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(6) The attacker's personnel force ratio seems to be distributed roughly 
as a lognormal random variable. The attacker outnumbers the defender by a 
3-to-l margin in only about one-sixth of the battles. Victory seems to 
depend somewhat on force ratio, but not in a particularly reliable way. A 
3-to-l force ratio is neither necessary nor sufficient to assure victory in 
battle. 

(7) The defender's personnel casualty exchange ratio is distributed 
approximately as a lognormal random variable. Since its median value is 
close to unity, the attacker's personnel casualties outnumber the defender's 
in about half the battles. 

(8) The defender's personnel fractional exchange ratio seems to be 
distributed roughly as a lognormal random variable. It is less than unity 
in about two-thirds of the battles. 

c. Observations on Factors Associated with Victory 

(1) The variables ADV, LOG(FER), RESADV, LOG(CER), LOG(EPS) and LOG(FR) 
were compared with regard to the closeness of their association with victory 
in non-WWII battles, and were found to rank (from more closely associated 
to least) in the order listed. ADV, LOG(FER), and RESADV are nearly equally 
closely associated with victory in battle. The association between LOG{FR) 
and victory is not as close as any of the other five variables examined. 
Force ratio is an unsatisfactory and inadequate predictor of victory in 
battle. Both advantage and fractional exchange ratio are much more closely 
related to victory than is the force ratio. Consequently, either advantage 
or fractional exchange ratio should be used as a figure of merit for compar- 
ing force structures, contingency plans, equipment options, and tactics. 

(2) Some of the battles in the HERO data base are anomalous, in the 
sense that their outcomes differ sharply from what is anticipated on the 
basis of the association of victory with ADV. A high proportion of the 
anomalous battles took place in the post-1940 era, even though most of these 
battles are not anomalous. In particular, the Italian, Northwest Europe, 
Okinawan, and 1973 October War (Golan Front) campaigns all seem to have 
relatively high incidences of anomalous battles. But the North African, 
Tarawa, Iwo Oima, Eastern Front, 1967 Six-Day and 1968 Arab-Israeli Wars, 
and 1973 October War (Suez Front) campaigns all seem to have about the same 
incidence of anomalous battles as do the battles of the pre-WWII era. Various 
hypotheses as to the cause of this WWII anomaly were presented and discussed. 
While the issue has not been definitively resolved, internal and circumstan- 
tial evidence suggests that the WWII anomaly could well be due to flaws in 
the data for some of the post-1940 battles. The planned independent review 
and reassessment of the data on the anomalous battles will provide valuable 
data on which to base a determination of the extent to which the WWII anomaly 
is a reflection of flawed data, or is due to some previously unanticipated 
phenomenon. 
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(3) Despite the WWII anomaly issue, ADV (or, alternatively, LOG(FER)) 
has been shown both theoretically and empirically to be substantially more 
accurate than other figures of merit for comparing the "military worth" of 
alternative materiel, organizations, and tactics. 

d. Observations on the Analysis of Redundancy 

(1) There is a high degree of redundancy among some of the items in 
the data base. The analysis of this redundancy, and the development of 
measures to deal correctly and effectively with it, need further 
investigation. 

(2) The problem of determining what underlying or "basic" factors 
undergird a given set of observations has vexed scientists and philosophers 
for thousands of years. Factor analysis is currently reputed to be one of 
the most frequently used techniques, and we have applied it to 29 variables 
from the HERO data base. The results indicate that the original 29 vari- 
ables can be replaced in future analyses by 8 new factors that are uncorre- 
lated (i.e., not redundant) with practically no loss of information (in the 
technical sense). 

(3) Nevertheless, the 8 new factors produced by the principal factors 
method may not be as intuitively clear as the original 29 were. Also, the 
present analysis intermingles original HERO variables from Tables 4 and 6, 
although there are good reasons to keep them separate. Moreover, we have 
applied factor analysis methods to categorical data even though the method 
technically requires the data to be continuous. Accordingly, the present 
exploratory effort at redundancy analysis must be used with caution and 
future analyses should consider alternative approaches. 

e. Observations on Hypothesis Testing 

(1) We have presented a test of a breakpoint hypothesis to illustrate 
the potential of hypothesis testing as a method for using combat data to 
study wargaming issues. This work may also serve as an instructive example 
for future efforts at hypothesis testing. 

(2) The particular breakpoint hypothesis considered was shown to be 
false. This result casts serious doubt on the validity of the break curves 
conventionally used in wargames. 

(3) Devising a satisfactory theory of victory in tactical operations 
was not within the scope of the effort reported in this paper. 

f. Observations on Other Analyses. Some earlier work by other investi- 
gators suggests that certain long-term trends may be detectable in the data. 
In addition, information on rates of advance and on the influence of air 
support upon land combat operations would be of value in wargames and other 
military operations analyses. Although work on these topics is beyond the 
scope of the effort described in this paper, we plan to address them in 
future analyses. Future studies of long-term trends can profitably begin 
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with a detailed reexamination of the long-term trends suggested by earlier 
works. The analysis of rates of advance will be greatly aided by the accu- 
rate battle durations to be made available by the CDES contract. Resolving 
the WWII anomaly will help identify which of the WWII battles will provide 
the most trustworthy basis for examining the effects of tactical air support 
on the outcomes of land combat operations. 

8-4. CONCLUDING REMARKS. The findings and observations described in this 
paper were reached in the relatively short period of time between August 
1984 and June 1985. Future efforts can profitably expand on and refine 
these results by more precise and detailed analyses of the data. Integra- 
tion of the findings into a unified theoretical structure, while a desirable 
long-range goal, may be premature until empirical "laws" succinctly summa- 
rizing large areas of experience are formulated. Future work on CHASE should 
bear in mind the need for such "laws of combat," and seek to express them 
whenever the available data justify their formulation. 
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Dr. Jerome Bracken 
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APPENDIX B 

STUDY DIRECTIVE 

DEPARTMENT OF THE ARMY 
us ARMY CONCEPTS ANALYSIS AGENCY 

8120 WOODMONT AVENUE 
BETHESDA, MARYLAND 20814-2797 

REPLY TO 
ATTENTION OF: 

CSCA-ZA 2 9 AUG 1984 

MEMORANDUM FOR ASSISTANT DIRECTOR,  STRATEGY, CONCEPTS AND PLANS 

SUBJECT:    Combat History Analysis Study Effort  (CHASE) 

1. PURPOSE OF STUDY DIRECTIVE.    This directive provides tasking and 
guidance for the conduct of the Combat History Analysis Study Effort, 
which will perform an analysis of historical  data on battles and engagements. 

2. BACKGROUND.    The Historical Evaluation and Research Organization 
(HERO) has recently presented a new data base of information on historical 
battles.    This compilation is extensive and detailed for individual 
battles.    In its present form, however, it is not directly useable in 
military operations research, concept formulation, war games, and studies 
requiring summary quantitative relationships applicable throughout a 
broad range of engagement situations. 

3. STUDY SPONSOR AND SPONSOR'S STUDY DIRECTOR.    US Army Concepts Analysis 
Agency (CAA) will sponsor this study.    The Sponsor's Study Director will 
be Dr. Robert L. Helmbold of the Strategy, Concepts and Plans Directorate. 

4. STUDY AGENCY.    CAA's Strategy, Concepts and Plans Directorate will 
conduct this study.    Augmentation and assistance will be provided as 
outlined in Paragraph 6 of this study directive. 

5. TERMS OF REFERENCE 

a.    Scope 

(1) Reduce all  or a significant portion of the HERO data to 
machine-readable form for analysis. 

(2) Summarize the mass of data and present it for use in military 
operations research, concept formulation, war gaming, and studies and analyses. 
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2 8 AUG 1984 
CSCA-ZA 
SUBJECT:    Combat History Analysis Study Effort  (CHASE) 

(3) Seek trends and interrelations present but hidden in the 
data. 

(4) Test selected hypotheses against the data. 

b. Objective.    Search for historically-based quantitative results 
for use in military operations research, concept formulation, war gaming, 
and studies and analyses. 

c. Timeframe.    Not applicable. 

d. Assumptions 

(1) Historical data can be treated as a statistical sample of 
possible outcomes. However, because there may be gross errors and biases 
in these data, robust statistical methods may be appropriate and confidence 
levels may have to be taken higher than usual to justify rejection of 
null hypotheses. 

(2) Formulae are not to be complicated without good evidence. 

(3) Trends and relationships that have persisted for a long 
period of time can be extrapolated into the forseeable future. 

e. Essential Elements of Analysis (EEA) 

(1) Can the factors that have historically been most closely 
associated with victory in battle be identified? 

(2) What long-term trends can be detected in historical combat data? 

(3) Can the historical influence of air support on the outcome 
of land battles be quantified? 

(4) What can be said about the factors influencing rates of 
advance in land combat? 

(5) What lessons were learned regarding the preparation of battle 
and engagement data bases for use in quantitative analyses? 
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CSCA-ZA 2 9 AUG 1984 
SUBJECT: Combat History Analysis Study Effort (CHASE) 

f. Environmental and Threat Guidance. No environmental consequences 
are envisioned; however, the study agency is required to surface and 
address any environmental considerations that develop in the course of the 
Study effort. 

g. Estimated Cost Savings or Other Benefits. Army studies and 
analyses often need summary quantitative relationships applicable throughout 
a broad range of combat situations. It would be costly and inefficient 
to have each study perform its own analysis of the historical data. 
Making the results of this study available will help avoid unnecessary 
duplication of analysis effort. 

6. RESPONSIBILITIES. CAA's Strategy, Concepts and Plans Directorate will 
conduct the study. Assistance in keypunching data, developing or selecting 
appropriate statistical methods, and in performing statistical computations 
will be provided by CAA's Computer Support Directorate. 

7. LITERATURE SEARCH. The principal source of historical combat data 
will be the Historical Evaluation and Research Office (HERO) report 
"Analysis of Factors That Have Influenced Outcomes of Battles and Wars; 
A Data Base of Battles and Engagements," Vols. I-VI, June 1983. 

8. REFERENCES 

a. AR 5-5, Army Studies and Analyses. 

b. AR 10-38, Organization and Functions, United States Army Concepts 
Analysis Agency. 

c. DA Pam 5-5, Guidance for Study Sponsors, Sponsor's Study 
Directors, Study Advisory Groups, and Contracting Officer Representatives. 

d. DOD Directive 5010.22, The Management and Conduct of Studies and Analyses. 

e. CAA Memorandum 5-1, Study Planning and Management. 

f. CAA Memorandum 5-2, Quality Control of Agency Publications. 

g. CAA Memorandum 310-3, Distribution of CAA Publications. 

h. CAA Action Officer's Guide to Publication Services, April 1984 
(CSCA-MSM-W). 
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CSCA-ZA 23 m 1984 
SUBJECT:    Combat History Analysis Study Effort (CHASE) 

i.    CAA Graphic Arts Policy and Procedure Guide, April  1984 (CSCA- 
MSM-G). 

j.    CAA Memorandum 310-6, Standards for CAA Briefings. 

k.    CAA Study Director's Guide, July 1983  (CSCA-MSM-0). 

9.    ADMINISTRATION ,   . ; 

a. Resource costs (funds, manpower, computer time, TDY, and 
administrative support) will  be borne by CAA. 

b. Administrative support such as clerical, office space, office 
equipment, etc., will  be furnished by CAA. 

c. It is anticipated that no more than 15 Professional  Staff Months 
(PSM) will  be expended. 

d. It is anticipated that no more than 200 hours of computer time 
will  be needed for statistical  and other computerized analysis. 

e. Milestone schedule 

(1) Study directive approval (Dir, CAA)      Aug 84 

(2) Select and analyse exploratory data base   Aug 84 - Feb 85 

. (3) Select and analyse confirmatory data base  Dec 84 - Sep 85 

(4) Draft final report Jul 85 - Nov 85 

(5) Draft final to PRB Nov 85 

(6) Revise final report Nov 85 

(7) Publish final report , Nov 85 

Quarterly progress memoranda reports should be submitted to Director, 
CAA through Assistant Director, SPP. 

f. CAA Will prepare and submit DD Form 1498 and final study documents 
to DTIC. 
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2 9 AUG 1984 

g.    Final  documentation should be in the form of a CAA Technical 
Paper that describes the study's findings and documents their technical  basis. 

h.    A statement of lessons learned, including any appropriate 
recommendations for continuing or follow-on historical  analysis efforts, 
will be provided to Dir, CAA in the form of an internal CAA memorandum. 

,;»' signed 

DAVID C. HARD ISDN 
Director 

OF 
Assistant Director, CP 
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APPENDIX E 

DEFINITIONS AND ABBREVIATIONS USED IN THE NONCOMPUTERIZED 
VERSION OF THE HERO DATA BASE 

E-1. ORGANIZATION 

a. The battles and engagements of the HERO data base are divided chrono- 
logically into five approximately equal groups, defined by the following 
time periods: 

(1) 17th and 18th Centuries (1600-1800; Volume II) 

(2) 19th Century (1805-1900; Volume III) 

(3) Early 20th Century (1904-1940; Volume IV) 

(4) Mid-20th Century to 1945 (1939-1945; Volume V) 

(5) 20th Century since 1939 (1939-1973; Volume VI) 

b. Within each time period, major wars are listed, and within each war 
significant details of a number of selected battles and engagements are 
presented. In the cases of wars from which only a few engagements appear 
in the HERO data bases, all these engagements are often grouped together, 
primarily for organizational simplicity. 

c. For each major war, or group of wars, the HERO data base provides in 
tabular form a summary of the important numerical data and qualitative infor- 
mation concerning each battle, plus a historical assessment of the factors 
that were important to the outcome of the battle. Following each such table 
or group of tables are narrative summaries of the battles listed in the 
table(s). These narrative summaries include a brief assessment of the sign- 
ificance of the battle, and also identify the sources consulted with respect 
to the presentation for that battle. 

d. Discussed below are the significant definitions for each of the seven 
major tables of the HERO data base, as well as the abbreviations and symbols 
used for the original noncomputerized presentation of the data. 

E-2. DEFINITIONS. All terms defined below were introduced and used by 
HERO to characterize the nature and outcomes of the various engagements in 
their data base. 

a. Table 1 - Identification 

(1) Engagement. In the HERO data base this term is used in a broad 
sense and comprehends significant combat encounters between hostile forces 
at various levels of aggregation from small unit up to and including corps. 

E-1 



CAA-TP-86-2 

Army, and Army group. The descriptor used in each case provides the engage- 
ment name and (in Table 1 only) the geopolitical area in which the engage- 
ment took place. 

(2) Dates. The date on which a particular engagement began. 

(3) Campaign. The recognized or appropriate designation for a con- 
nected series of military operations forming a distinct stage in a war. 

(4) War. A contest by military force, involving extreme violence, 
waged between two or more nations, states, or other politically organized 
bodies. 

(5) Attacker. That military force which, at the beginning or in the 
first phase of an engagement, initiates and sustains significant offensive 
action against its opponent. 

(6) Defender. That force which, at the outset or in the first phase 
of an engagement, chooses to maintain or is forced to adopt a defensive 
posture. 

(7) Attacker CO. The officer or general officer who exercises command 
over the attacking force. 

(8) Defender CO. The officer or general officer who exercises command 
over the defending force. 

(9) Duration. The extent of time, expressed in number of days, during 
which an engagement takes place. For purposes of this report, a portion of 
a day is considered a full day. The sole (and logical) exception to this 
rule occurs in cases of overnight engagements in which significant combat 
began in the late afternoon or evening of one day and was concluded before 
noon of the following day. In such cases the engagements are considered 
one-day engagements, since the duration was less than 24 hours. 

(10) Width of Front. The space from side to side or flank to flank 
occupied or covered by a force just before the onset of the engagement. 
This distance is measured in kilometers, the measurement generally follow- 
ing the front and ignoring minor salients or reentrants. Where there is a 
significant difference between the fronts occupied by the-opposing forces 
in an engagement, the width of the attacker's front is entered as the 
descriptor. 

b. Table 2 - Operational and Environmental Variables 

(1) Defender Posture. The level of resistance to, or protection 
from, any and all forms of enemy attack. Five basic levels are identified 
for purposes of this study: 
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(a) Hasty defense: A defense normally organized while in contact 
with the enemy or when contact is imminent and time available for organiza- 
tion is limited. It is characterized by improvement of the natural defen- 
sive strength of the terrrain by utilization of foxholes, emplacements, and 
obstacles; if occupied for a protracted period the hasty defense position 
can be improved to the status of prepared or fortified defense. 

(b) Prepared defense: A defense system prepared by a defender who 
has had time to organize the defensive position, but which (due to lack of 
time or resources) has less than the strength of a fortified position. 

(c) Fortified defense: A comprehensive, coordinated defense system 
prepared by a defender with sufficient time to complete planned entrench- 
ments, field fortifications, and obstacles in such a manner as to permit 
the most effective possible employment of defensive firepower. 

(d) Delay (delaying action): A retrograde movement in which, in 
successive positions, the defender inflicts maximum delay and damage on an 
advancing enemy to gain time, without becoming decisively engaged in combat 
or being outflanked. 

(e) Withdrawal from action: A retrograde maneuver whereby a force 
disengages from combat, or contact with an enemy force, in accordance with 
the will of its commander. 

Frequently, it should be noted, descriptors entered in this category reflect 
a defensive posture best defined as a combination or average of two of the 
five basic categories. For example, a defender may adopt two postures during 
the course of an engagement, or the level of defensive preparation may not 
be uniform across a lengthy front or throughout the depth of a defended 
zone. 

(2) Terrain. The nature of the ground on which the engagement was 
fought, described by its most prominent characteristics. 

(3) Weather. The meteorological conditions prevailing at the time of 
the engagement, described generally. 

(4) Season. The season during which the engagement took place: spring, 
summer, fall, or winter. This descriptor is valuable principally for provid- 
ing a rough measure of the hours of daylight available for the employment 
of weapons. 

(5) Surprise. For each engagement considered, a determination was 
made as to whether or not surprise had been achieved by one side or the 
other, and if it had been, by whom and to what degree. 

(a) Surprise, as used in the HERO data base, is defined as a condi- 
tion which comes into existence when one military force (or its commander) 
is able to confront the opponent with circumstances that the opponent did 
not anticipate or adequately provide for. Surprise may be achieved with 
respect to time, place, or performance. 
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(b) For this data base, three degrees of surprise were posited: 
complete, substantial, and minor. Assessments of the degree of surprise 
achieved were subjective military historical judgments based on the histor- 
ical record. 

(6) Air Superiority. This factor is applied only to engagements of 
World War I (where applicable) and later. It identifies the side whose air 
force has established a degree of capability over the opposing air force 
which permits it to conduct air operations at the time and place of the 
engagement without prohibitive interference from the opposing air force. 

c. Table 3 - Strengths and Combat Outcomes. This table presents, for 
attacker and defender, quantitative descriptors of personnel strengths, 
battle casualties, and, for major items of materiel, strengths and losses. 
Finally, the table shows the distance advanced, in kilometers, on a per day 
basis. 

(1) Strength. This category provides, where appropriate or known, 
data on the personnel and major materiel strengths of the opposing forces. 

(a) Total (personnel). The sum, at the start of an engagement, of 
all personnel subject to enemy fire, including generally combat and combat 
support troops but also service troops if subject to enemy fire. For lengthy 
engagements in which both sides were significantly reinforced after the 
beginning of the engagement, an average of the daily start strength(s) was 
entered. 

(b) Cavalry. The number of mounted troops, including dragoons and 
mounted infantry, at the start of the engagement. This category was employed 
for engagements prior to World War I. 

(c) Artillery Pieces. Complete projectile-firing weapons, including 
cannon, artillery mortars, and multiple rocket launchers. 

(d) Armor. Armored track-laying vehicles mounting a cannon-type 
weapon. In this report the armor total includes tanks, armored, self-propel- 
led antitank guns, and armored assault guns, such as the World War II German 
sturmgeschutz. Where the available data permit, the armor total is further 
broken down according to whether the armored vehicles employed were light 
or MBT (i.e., main battle tank). This breakdown was made according to the 
standards or nomenclature employed by the user force. In the absence of 
such guidance, the following criteria were employed to differentiate between 
the two categories: 

1. Light. Includes armored fighting vehicles (AFVs) up to 25 
tons in weight, usually fast and mobile, with primary missions of security 
and reconnaissance. Does not include armored cars, halftracks, infantry 
carriers, and armored infantry fighting vehicles. 
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2.    MBT. Armored fighting vehicles over 26 tons in weight; includ- 
ing, generally, the principal AFV of armored divisions with the primary 
mission of engaging and defeating the enemy's armor, all self propelled 
antitank guns, and all armored assault guns. 

(e) Air Sorties. The number of single-aircraft missions flown by 
aircraft against enemy targets in the engagement area. The number includes 
sorties by fighter, fighter bomber, and bomber aircraft. 

(2) Battle Casualties. The number of personnel killed, wounded, or 
missing (including prisoners) during the engagement. Does not include person- 
nel losses resulting from illness, disease, or nonbattle injuries. Battle 
casualties are entered as the arithmetical total over the course of the 
engagement (not including prisoners taken in pursuit following the termina- 
tion of significant combat) and as a figure representing percent per day 
casualties. 

(3) Artillery Pieces Lost. Artillery pieces destroyed, damaged (i.e., 
out of action for at least one day), or captured as a result of enemy action. 
Such losses are entered as an arithmetical total and as a figure represent- 
ing percent per day losses. 

(4) Armor Losses. Tanks and other AFVs (according to the definition 
above) destroyed, damaged, or captured as a result of enemy action. Such 
losses are entered as an arithmetical total and as a figure representing 
percent per day losses. 

(5) Aircraft Losses. Combat aircraft lost as a result of enemy action. 
Such losses are represented as an arithmetical total and as a figure repres- 
enting aircraft losses calculated on a percent sorties per day basis. 

(6) In all the above cases involving enumerations or figures, instan- 
ces in which a number is not known or is not ascertainable from the histor- 
ical record are indicated by a "?". In such cases it was not possible to 
calculate percent per day or percent per sortie rates for casualties and 
materiel losses (or no loss occurred); in these cases the use of a dash ("- 
") indicates the absence of a calculable figure. The same system applies 
to calculations of advance rates, although in this case the use of a dash 
indicates that the defender had no measurable advance. 

d. Table 4 - Intangible Factors (Indicators). For each of these factors, 
judgments based on the military historical record are made. These judgments 
assess, with respect to the attacker and defender in each engagement, whether 
the factor was: 

t Comparable for both sides 

• No factor 
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• Advantage 

• Disadvantage 

(1) Combat Effectiveness. A complex factor, subsuming--among other 
e1ements--leadership, training and experience, morale, and logistics. 

(2) Leadership. The art of influencing others to cooperate to achieve 
a common goal, including, for military leaders at all command strata, tac- 
tical competence, and initiative. 

(3) Training and Experience. Training: the relative adequacy of 
instruction and preparation to meet the exigencies of campaign and combat. 
Experience: the relative amount of time spent under field and combat condi- 
tions, thus gaining knowledge, skills, and techniques otherwise unavailable. 

(4) Morale. Prevailing mood and spirit conducive to willing and depend- 
able performance, steadiness, self-control, and courageous, determined con- 
duct despite danger and privations. 

(5) Logistics. Supply capability. 

(6) Momentum. An advantage comprised of both space and time factors 
and having to do with impetus. 

(7) Intelligence. Information about the organization, dispositions, 
intentions, and activities of the forces of the opponent. 

(8) Technology. The application of scientific knowledge, methods, or 
research to the art of warfare. 

(9) Initiative. An advantage gained by acting first, and thus forcing 
the opponent to respond to one's own plans and actions, instead of being 
able to follow his own plans. 

e. Table 5 - Outcome. This table provides assessments of combat out- 
comes in three categories: victor, distance advanced, and mission accom- 
plishment. The definitions of these categories are: 

(1) Victor. The victor, if not apparent from the decisive resolution 
of the combat in favor of one side or the other, is determined by an assess- 
ment of the extent to which each side was successful in accomplishing its 
mission. In many engagements, neither side can be designated the victor. 
Success is designated by the entry of an "x" in the line for attacker or 
defender. In drawn battles or battles in which both sides attained success, 
an "x" is entered for both attacker and defender. 
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(2) Distance Advanced. The distance, in kilometers, from the line of 
departure to the farthest point reached by significant maneuver elements of 
the attacking force, measured along the axis of advance. The distance 
advanced, if negligible, is indicated by an "N"; if unknown or not ascer- 
tainable from the record, it is indicated by a "?". 

(3) Mission Accomplishment. The numerical score on a scale of 0-10 
indicates the extent to which each force was successful in accomplishing 
its mission. Higher scores are given to greater success. The score was 
determined by the use of HERO's Mission Accomplishment Worksheet, a score 
sheet which allows the assignment of quantitative values of from 0-2 in 
each of five categories determined to indicate the relative success or 
failure of a force in accomplishing its mission during an engagement. The 
scores awarded in each category are totalled to give the total mission accom- 
plishment score. Scores assigned are the result of the application of 
experienced subjective military historical judgment. Occasionally, penalties 
or bonus points may be deducted or awarded for extraordinarily poor or good 
performances in one or more of the five categories. Definitions of the 
five elements of mission accomplishment follow: 

(a) Conceptual Accomplishment. The relative success or failure of 
the force in executing the operational plan of the commander. 

(b) Geographical Accomplishment. The relative success or failure 
of the force in taking or holding positions or position areas in conformity 
with the operational plan of the commander. 

(c) Prevent Hostile Mission. The relative success or failure of a 
force in denying to the enemy the fulfillment of his objectives. 

(d) Conmand and Staff Performance. An evaluation of the efficiency 
and efficacy of the decisions made and actions taken by the officers in 
command and staff positions in connection with the onset, course, and out- 
come of an engagement. 

(e) Troop Performance. An evaluation of the overall combat effi- 
ciency and effectiveness of the troops engaged in the course of an 
engagement. 

f. Table 6 - Factors Affecting Outcome. Here are listed those factors, 
tangible and intangible, that seem to have had particular effect upon battle 
outcomes; the extent to which these are relevant in each battle is indicated. 
The factors are: 

(1) Force Quality. The relative combat capability of the forces engaged, 
including the quality of lower-level and intermediate leadership, but not 
that of top leadership, which is considered to be a discrete factor. 

(2) Reserves. The extent to which reserves were available and were 
committed in a timely manner. 
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(3) Mobility Superiority. The relative quality or numbers of mounted 
forces, whether horse, horse-drawn, or automotive, expressed in terms of 
tanks and armored and unarmored vehicles. 

(4) Air Superiority. The effect one force's command of the air space 
above the battlefield, if present, had on the outcome of the engagement. 

(5) Terrain, Roads. The extent to which terrain considerations affected 
one side to a significantly greater extent than the other. 

(6) Leadership. The relative capability of top leadership. 

(7) Planning. The relative effectiveness of prebattle plans and 
preparations. 

(8) Surprise. How surprise, if present, aided one side or the other. 

(9) Maneuver. The effect of a commander's decision, and action imple- 
menting the decision, to position his forces for optimum effectiveness in 
accomplishing his mission, to include the massing of forces on a narrow 
front. 

(10) Logistics. The extent to which logistics influenced a battle, 
remembering that the effects of logistics usually affect a campaign, rather 
than a single battle. 

(11) Fortifications. The influence of a defender's fortifications. 

(12) Depth. The impact of either the attacker or defender being arrayed 
in depth. 

(13) Weather and Force Preponderance. These factors, although listed 
in the data tables, were not explicitly defined by HERO in Ref 1-1. Pre- 
sumably, they represent the effects of these factors on the outcome of the 
battle. 

g. Table 7 - Combat Forms and Resolution. This table permits rep- 
resentation, through symbols and abbreviations, of the general nature of 
the combat in a battle, in terms of force dispositions and maneuver, plus 
representation of the outcome and immediate after-effects of the battle or 
engagement. This is shown in terms of the following: 

(1) Main attack and scheme of defense. Abbreviations show various 
forms of deployment and maneuver of both sides. 

(2) Secondary attack. This is shown in the same fashion. 

(3) Success. Indicates which side was successful. 

(4) Resolution. Shows what happened to both sides as a result of the 
battle. 
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E-3. ABBREVIATIONS AND SYMBOLS. A system of abbreviations and symbols is 
used for table entries. These are shown below. 

a. Table' 1 - Identification. The symbols used in this table are as 
follows: 

Am American 
. Amph Amphibious 
Armd Armored 
Aus Austrian 
Bav Bavarian 
Bde Brigade 
Bn Battalion 
Boer Boer 
Boh, Bohemian 
Br British 
Br Exped Force Expeditionary Force 
Brig Brigadier 
Brig Gen Brigadier General 
Bui Bulgarian 
Cav Cavalry 

.  Col Colonel 
Cov Scots Covenanter 
CCA Combat Command A 
CCB Combat Command B 
CCR Combat Command Reserve 
CG Commanding General 
Co Company 
Cos Companies 
Cr Pr Crown Prince 
CS Confederate States (of America) 
Cumb'd Cumberland 
Dan Danish 
Det Detachment 
OK Duke 
Du Dutch 
Eg Egyptian 
elms Elements 
Eng English 
Eth Ethiopian 
Fid Field 
FM Field Marshal 
Et Rgt Foot Regiment 
Fr French 
Ger German 
Sds Guards 
6^* Grenadier 
Han Hanoverian 
Imp Imperialist 
Ind Inf 3n Independent Infantry Battalion (Japanese) 
Is Israeli 
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It Italian 
Jap Japanese 
Jgr  • Jaeger 
Jor Jordanian 
KG Kampfgruppe (German combat term) 
Mam Mameluke 
Mar Marine 
Mech Mechanized 
Mes Mesopotamian 
Mex Mexican 
MG Major General 
Para Paratroop 
Parl Parliament 
PG Panzer Grenadier 
Pied Piedmontese (Piedmont-Savoy or 

Piedmont-Sardinia) 
PLA Palestine Liberation Army 
Pol Polish 
Port Portuguese 
Pr Prussian 
Prot Protestant 
Reb Rebel 
Res Reserve 
Rgt Regiment 
Rom Romanian 
Roy - Royalist 
Russ Russian 
Sax Saxon 
Serb Serbian 
Sp Spanish 
Sp Rep Spanish Republican 
Spec Estab Rgt Special Established Regiment (Japanese) 
Sov Soviet 
Sw Swedish 
Syr Syrian 
TF Task Force 
Tk Turk 
U/I Unidentified (unit) 
US United States 
VG Volks Grenadier 
Vol Volunteers 
(+) Reinforced 
(-) Elements, part, or a portion of a unit. 
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b. Table 2 - Operational and Environmental Variables 

Defender Posture: 

HD 
PD 
FD 
WDL 
Del 

Terrain: 

RD 
RgB 
RgM 
Rgw 
RB 
RM 
RW 
FB 
FM 
FW 
FD 
R Dunes 
U 
M 

Weather: 

DSH 
DST 
DSC 
DOH 
DOT 
DOC 
WLH 
WLT 
WLC 
WHH 
WHT 
WHO 

Seasons: 

Months 

March, April, May 
June, July, August 
September, October, November 
December, January, February 

Hasty defense 
Prepared defense 
Fortified defense 
Withdrawal 
Delay 

Rolling, desert 
Rugged, bare 
Rugged, mixed 
Rugged, heavily wooded 
Rolling, bare 
Rolling, mixed 
Rolling, heavily wooded 
Flat, bare 
Flat, mixed 
Flat, heavily wooded 
Flat, desert 
Rolling dunes 
Urban or built-up area 
Marsh or swamp 

Dry, sunshine, hot 
Dry, sunshine, temperate 
Dry, sunshine, cold 
Dry, overcast, hot 
Dry, overcast, temperate 
Dry, overcast, cold 
Wet, light, hot 
Wet, light, temperate 
Wet, light, cold 
Wet, heavy, hot 
Wet, heavy, temperate 
Wet, heavy, cold 

Northern hemisphere 

Spring 
Summer 
Fall 
Winter 

Southern hemisphere 

Fall 
Winter 
Spring 
Summer 
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Season Codes: 

SpT 
ST 
FT 
WT 
SpTr 
Sir 
FTr 
WTr 
SpD 
SD 
FD 
WO 

Surprise: 

Y 

N 

Spring 
Summer 
Fall, 
Winter 
Spring 
Summer 
Fall 
Winter 
Spring 
Summer 
Fan, 
Winter 

temperate 
temperate 

temperate 
temperate 
tropical 
tropical 

tropical 
tropical 
desert 
desert 

desert 
desert 

Surprise achieved. 

Surprise did not influence outcome of 
battle. 

Symbol showing which side achieved 
surprise. 

c. Table 4 

C 

N 

X 

0 

Intangible Factors 

Comparable for both sides 

Not a factor 

Advantage 

Disadvantage 

d. Table 5 - Outcome 

X 

N 

Designates successful side 

Negligible advance 
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e. Table 6 - Factors affecting Outcome 

Same as for Table 4, with the following additions: 

X Advantage decisively affecting outcome 

Q Disadvantage decisively affecting outcome 

f. Table 7 - Combat Forms and Resolution 

Main attack plan and scheme of defense: 

F 
E 
EE 
FE 
D 
0/0 
(LF) 
(RF) 
(LR) 
(RR) 
P 
RivC 

Success: Indicated by an "X" 

Resolution: 

S 
R 
P 
B 
WD 
WOL 
A 
Ps 

Frontal attack 
Single envelopment 
Double envelopment 
Feint, demonstration, or holding attack 
Defensive plan 
Defensive-offensive plan 
Left flank 
Right flank 
Left flank and/or rear 
Right flank and/or rear 
Penetration 
River crossing 
No secondary attack 

Stalemate 
Repulse 
Penetration 
Breakthrough 
Withdrew 
Withdrew with serious loss 
Annihilated 
Pursued 
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APPENDIX F 

CODING SCHEME FOR THE COMPUTERIZED VERSION 
OF THE HERO DATA BASE 

F-1. NOTES 

a. The abbreviations listed below under the heading "Abbrv" are those 
used in the noncomputerized version of the HERO data base described in 
Appendix E. The codes listed below are those used in the computerized 
version of the data base. 

b. NN is the total number of battles in the data base. Its FORTRAN 
format is INTEGER. (For the HERO data base, NN is equal to 601.) 

F-2. BATTLE SEQUENCE NUMBER 

ISEQNO  Three-digit sequence number assigned (by CAA) to the battles in a 
data base. This sequence number runs from 1 to NN, the number of 
battles in a data base (601 for the HERO/CAA data base). The 
FORTRAN format of SEQ is INTEGER. 

F-3. CODING SCHEME FOR HERO TABLE NUMBER 1 

WAR    Name of the war of which the battle/engagement is a part. Ref. 
HERO Table 1. CHARACTER*44. 

NAME   Name of the battle or engagement. Ref. HERO Table 1, 
CHARACTER*44. 

LOCN   Name of the place where the battle occurred (usually a nation or 
other geographical region). Ref. HERO Table 1, CHARACTER*44. 

CAMPGN  Name of the campaign of which this battle/engagement is a part. 
Ref. HERO Table 1, CHARACTER*60. 

DATE   Date on which the battle began, in the form YYYYMMDD where YYYY is 
the year, MM is the month number, and DD is the number of the day 
of the month. DATE is positive for AD dates and negative for BC 
dates. Ref. HERO Table 1, INTEGER. 

T      Duration of the battle, in days; an integer. Use -1 if unknown. 
Ref. HERO Table 1, INTEGER. 

WOF    Width of front in kilometers. Use -1.0 if unknown. Ref. HERO 
Table 1, REAL. 

NAMA   Name of the attacker's force that fought the battle. Ref HERO 
Table 1, CHARACTER*60. 
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COA    Name of the commander of the attacker's forces in the battle. 
Ref. HERO Table 1, CHARACTER*60. 

NAMD   Name of the defender's force that fought the battle. Ref. HERO 
Table 1, CHARACTER*60. 

COD    Name of the commander of the defender's forces in the battle. 
Ref. HERO Table 1, CHARACTER*60. 

F-4. CODING SCHEME FOR HERO TABLE NUMBER 2 

POSTDl  Defender's primary defensive posture, categorized and coded as: 

Code        Abbrv Description 

P0STD2 

TERRAl 

WD 
DL 
HD 
PD 
FD 
00 

WDL 
Del 
HD 
PD 
FD 

Withdrawal from action 
Delaying action 
Hasty defense 
Prepared defense 
Fortified defense 
None of the above 

Ref. HERO Table 2, CHARACTER*5, 

Defender's secondary defensive posture category. See POSTDl for 
categories and codes. Ref. HERO Table 2, CHARACTER*5. 

Three-character, primary terrain descriptor, categorized and coded 
as follows. 

First Character: 

Code        Abbrv 

G 
R 
F 
0 

Rg 
R 
F 

Description 

Rugged 
Rolling 
Flat 
Other 

Second Character: 

Code        Abbrv 

w W 
M M 
B B 
D D 
0 — 

Description 

Heavily wooded 
Mixed 
Bare 
Desert 
Other 
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Third Character: 

Code        Abbrv Description 

U          U 
M          M 
D          Du 
0 

Urban 
Marsh or swamp 
Dune 
Other 

Ref. HERO Table 2, Char •acter*5 

TERRA2 Three-character, seconc 
categories and codes. 

lary terrain descriptor. See TERRAl for 
Ref. HERO Table 2, CHARACTER*5. 

WXl First five-character weather, season, and climate descriptor, 
categorized and coded as follows. 

First Character: 
/ 

Code        Abbrv Description 

W          W 
D          D 
Q 

Wet (i.e., precipitation) 
Dry (i.e., no precipitation) 
Other 

Second Character: 

Code        Abbrv 

H H 
L L 
0* 0 
$ S 
0 

Description 

Heavy (precipitation) 
Light (precipitation) 
Overcast (no precipitation) 
Sunny 
Other 

Third Character: 

Code 

H 
t 
C 
0 

Abbrv 

H 
T 
C 

Description 

Hot (local weather) 
Temperate (local weather) 
Cold (local weather) 
Other 
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Fourth Character: 

WX2 

WX3 

SURPA 

Code 

3 

2 

1 

0 

Code Abbrv Description 

W 
$ 
s 
F 
0 

W 

s 
F 

Winter (season) 
Spring (season) 
Summer (season) 
Fall (season) 
Other 

ifth Character: 

Code Abbrv Description 

E 
D 
T 
0 

TR 
D 
T 

Tropical (climatic zone) 
Desert (climate type) 
Temperate (climatic zone) 
Other 

Ref. HERO Table 2, CHARACTER*10. 

Second five-character weather, season, and climate descriptor. 
See WXl for coding scheme. Ref. HERO Table 2, CHARACTER*10. 

Third five-character weather, season, and climate descriptor. See 
WXl for coding scheme. Ref. HERO Table 2, CHARACTER*10. 

Relative surprise achieved by the attacker, categorized and coded 
as follows: 

Abbrv Description 

Complete      Complete surprise achieved by 
attacker 

Substantial    Substantial surprise achieved by 
attacker 

Minor        Minor surprise achieved by 
attacker 

N Surprise not achieved by either 
side, or did not influence the 
battle's outcome 

Minor        Minor surprise achieved by 
defender 
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-3 

Abbrv 

Substantial 

Complete 

Ref. HERO Table 2, INTEGER. 
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Description 

Substantial surprise achieved by 
defender 

Complete surprise achieved by 
defender 

AEROA 

Code 

1 

0 

Relative air superiority achieved by the attacker, categorized and 
coded as follows: 

Abbrv 

x/ 

/x 

Ref. HERO Table 2, INTEGER. 

Description 

Air superiority in favor of the 
attacker 

Neither side had air superiority, 
or it did not influence the 
battle 

Air superiority in favor of the 
defender 

NOTE:   POSTDl, P0STD2, TERRAl, TERRA2, WXl, WX2, and WX3 are all left- 
justified in their respective fields. 

F-5. CODING SCHEME FOR HERO TABLE NUMBER 3 

XO     Total personnel strength of the attacker (-1 if unknown). Ref. 
HERO Table 3, INTEGER. 

YO     Total personnel strength of the defender (-1 if unknown). Ref. 
HERO Table 3, INTEGER. 

CAVA   Number of mounted troops (cavalry, dragoons, and mounted infantry) 
for the attacker (0 if none present, -1 if unknown). Ref. HERO 
Table 3, INTEGER. 

CAVD   Number of mounted troops (cavalry, dragoons, and mounted infantry) 
for the defender (0 if none present, -1 if unknown). Ref. HERO 
Table 3, INTEGER. 

TANKA   Total number of armored tank-like vehicles for the attacker 
(includes tanks; armored, self-propelled tank guns; and armored 
assault guns) (0 if none present, -1 if unknown). Ref. HERO Table 
3, INTEGER. 
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TANKD  Total number of armored tank-like vehicles for the defender 
(includes tanks; armored, self-propelled tank guns; and armored 
assault guns) (0 if none present, -1 if unknown). Ref. HERO Table 
3, INTEGER. 

LTA    Total number of light armored tank-like vehicles for the attacker 
(0 if none present, -1 if unknown). Ref. HERO Table 3, INTEGER. 

LTD    Total number of light armored tank-like vehicles for the defender 
(0 if none present, -1 if unknown). Ref. HERO Table 3, INTEGER. 

MBTA   Total number of main battle tanks for the attacker (0 if none 
present, -1 if unknown). Ref. HERO Table 3, INTEGER. 

MBTD   Total number of main battle tanks for the defender (0 if none 
present, -1 if unknown). Ref. HERO Table 3, INTEGER. 

ARTYA   Total number of artillery pieces for the attacker (0 if none 
present, -1 if unknown). Ref. HERO Tablef 3, INTEGER. 

ARTYD   Total number of artillery pieces for the defender (0 if none 
present, -1 if unknown). Ref. HERO Table 3, INTEGER. 

FLYA   Total number of air sorties flown in support of the attacker (0 if 
none flown, -1 if unknown). Ref. HERO Table 3, INTEGER. 

FLYD   Total number of air sorties flown in support of the defender (0 if 
none flown, -1 if unknown). Ref. HERO Table 3, INTEGER. 

CX     Battle casualties to the attacker's personnel (0 if none, -2 if 
unknown). Ref. HERO Table 3, INTEGER. 

CY     Battle casualties to the defender's personnel (0 if none, -1 if 
unknown). Ref. HERO Table 3, INTEGER. 

CTANKA  Number of the attacker's tanks and other AFVs destroyed, damaged, 
or captured as a result of enemy action (0 if none, -1 if 
unknown). Ref. HERO Table 3, INTEGER. 

CTANKD  Number of the defender's tanks and other AFVs destroyed, damaged, 
or captured as a result of enemy action (0 if none, -1 if 
unknown). Ref. HERO Table 3, INTEGER. 

CARTYA  Number of the attacker's artillery pieces that were destroyed, 
damaged, or captured as a result of enemy action (0 if none, -1 if 
unknown). Ref. HERO Table 3, INTEGER. 

CARTYD  Number of the defender's artillery pieces that were destroyed, 
damaged, or captured as a result of enemy action (0 if none, -1 if 
unknown). Ref. HERO Table 3, INTEGER. 
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CFLYA  Number of the attacker's combat aircraft lost as a result of enemy 
action (0 if none, -1 if unknown). Ref. HERO Table 3, INTEGER. 

CFLYD   Number of the defender's combat aircraft lost as a result of enemy 
action (0 if none, -1 if unknown). Ref. HERO Table 3, INTEGER. 

F-6. CODING SCHEME FOR HERO TABLE NUMBER 4 

CEA    Attacker's adjudged relative advantage in combat effectiveness, 
categorized and coded as shown in the table below. The marginal 
entries are as described in paragraphs E-3c and e. The values 
used in CAA's computerized data base are shown in the body of the 
table. Ref. HERO Table 4, INTEGER. 

ABBRV. FOR ATTACKER 

0_ 0 X X_ N c 

0_ 0 1 2 3 4 

0 -1 0 1 2 3 

cc 

-2 -1 0 1 2 0 0 

LU 
Q X -3 -? -1 0 1 
Z 
LU 

LU 
Q 

X -4 -3 -? -1 0 
CH 
o 
LL. 

• 
> N n 0 
cc 
CO 
<C 

C 0 0 
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LEADA 

TRNGA 

MORALA 

LOGSA 

MOMNTA 

INTELA 

TECHA 

INITA 

F-7. 

WINA 

Code 

1 

0 

-1 

Attacker's adjudged relative advantage in leadership. See CEA for 
coding scheme. Ref. HERO Table 4, INTEGER. 

Attacker's adjudged relative advantage in training and experience. 
See CEA for coding scheme. Ref. HERO Table 4, INTEGER. 

Attacker's adjudged relative advantage in morale. See CEA for 
coding scheme. Ref. HERO Table 4, INTEGER. 

Attacker's adjudged relative advantage in logistics. See CEA for 
coding scheme. Ref. HERO Table 4, INTEGER. 

Attacker's adjudged relative advantage in momentum. See CEA for 
coding scheme. Ref. HERO Table 4, INTEGER. 

Attacker's adjudged relative advantage in (military) intelligence. 
See CEA for coding scheme. Ref. HERO Table 4, INTEGER. 

Attacker's adjudged relative advantage in technology. See CEA for 
coding scheme. Ref. HERO Table 4, INTEGER. 

Attacker's adjudged relative advantage in initiative. See CEA for 
coding scheme. Ref. HERO Table 4, INTEGER. 

CODING SCHEME FOR HERO TABLE NUMBER 5 

Attacker's adjudged relative level of victory, categorized and 
coded as follows: 

Abbrv 

x/ 

x/x 

/x 

Ref. HERO Table 5, INTEGER. 

Description 

Attacker adjudged victorious 

Drawn battle, neither side 
clearly victorious 

Defender adjudged victorious 

KPDA   Attacker's average rate of advance, in kilometers, per day. Use 
positive values for attacker's advance, negative values for 
defender's advance, and zero values for no (or negligible) 
advance. The value -9999 is used if the average rate of advance 
is unknown. Ref. HERO Table 5, REAL. 

ACHA   Attacker's adjudged mission accomplishment rating on a scale of 0 
(mission not accomplished) to 10 (mission fully accomplished). 
The value -1 is used if the rating is unknown. Ref. HERO Table 5, 
INTEGER. 
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ACHD   Defender's adjudged mission accomplishment rating on a scale of 0 
(mission not accomplished) to 10 (mission fully accomplished). 
The value -1 is used if the rating is unknown. Ref. HERO Table 5, 
INTEGER. 

F-8. CODING SCHEME FOR HERO TABLE 6 

QUALA 

RESA 

MOBILA 

AIRA 

FPREPA 

WXA 

TERRA 

LEADAA 

PLANA 

SURPAA 

MANA 

LOGSAA 

FORTSA 

DEEPA 

Attacker's adjudged relative force quality. Coded like CEA, see 
paragraph F-6. Ref. HERO Table 6, INTEGER. 

Attacker's adjudged relative skill in use of reserves. 
CEA, see paragraph F-6. Ref. HERO Table 6, INTEGER. 

Coded like 

Attacker's adjudged relative mobility superiority. Coded like 
CEA, see paragraph F-6. Ref. HERO Table 6, INTEGER. 

Attacker's adjudged relative air superiority. Coded like CEA, see 
paragraph F-6. Ref. HERO Table 6, INTEGER. 

Attacker's adjudged relative force preponderance, 
see paragraph F-6. Ref. HERO Table 6, INTEGER. 

Coded like CEA, 

Attacker's adjudged relative weather advantage. Coded like CEA, 
see paragraph F-6. Ref. HERO Table 6, INTEGER. 

Attacker's adjudged relative terrain/roads advantage. Coded like 
CEA, see paragraph F-6. Ref. HERO Table 6, INTEGER. 

Attacker's adjudged relative leadership advantage. Coded like 
CEA, see paragraph F-6. Ref. HERO Table 6, INTEGER. 

Attacker's adjudged relative planning effectiveness. Coded like 
CEA, see paragraph F-6. Ref. HERO Table 6, INTEGER. 

Attacker's adjudged relative surprise advantage. Coded like CEA, 
see paragraph F-6. Ref. HERO Table 6, INTEGER. 

Attacker's adjudged relative maneuver advantage. Coded like CEA, 
see paragraph F-6. Ref. HERO Table 6, INTEGER. 

Attacker's adjudged relative logistics advantage. Coded like CEA, 
see paragraph F-6. Ref. HERO Table 6, INTEGER. 

Attacker's adjudged relative fortification advantage. Coded like 
CEA, see paragraph F-6. Ref. HERO Table 6, INTEGER. 

Attacker's adjudged relative depth advantage. Coded like CEA, see 
paragraph F-6. Ref. HERO Table 6, INTEGER. 
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F-9. CODING SCHEME FOR HERO TABLE NUMBER 7 

Attacker's primary tactical scheme, part 1, categorized and coded 
as follows: 

PRIAl 

Code 

FF 

EE; 

DE 

FE 

DD 

DO 

LF 

RF 

LR 

RR 

PP 

RC 

00 

Ref. HERO Table 7, CHARACTERS. 

PRIA2   Attacker's primary tactical scheme, part 2. See PRIAl for coding 
scheme. Ref. HERO Table 7, CHARACTER*4. 

PRIA3  Attacker's primary tactical scheme, part 3. See PRIAl for coding 
scheme. Ref. HERO Table 7, CHARACTER*4. 

SECAl  Attacker's secondary tactical scheme, part 1. See PRIAl for 
coding scheme. Ref. HERO Table 7, CHARACTER*4. 

SECA2   Attacker's secondary tactical scheme, part 2. See PRIAl for 
coding scheme. Ref. HERO Table 7, CHARACTERS. 

SECA3  Attacker's secondary tactical scheme, part 3. See PRIAl for 
coding scheme. Ref. HERO Table 7, CHARACTERS. 

Abbrv Description 

F Frontal attack 

E Single envelopment 

EE Double envelopment 

FE Feint, demonstration, or holding 
attack 

D Defensive plan 

D/0 Defensive/offensive plan 

(LF) Left flank 

(RF) Right flank 

(LR) Left rear 

(RR) Right rear 

P Penetration 

RivC River crossing 

-- None of the above 
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RESOAl 

Code 

AA 

PS 

WL 

WD 

BB 

PP 

RR 

SS 

00 

RES0A2 

RES0A3 

PRIDl 

PRID2 

PRID3 

SECDl 

SECD2 

SECD3 

RESODl 

Attacker's resolution/outcome, part 1, categorized and coded as 
follows: 

Abbrv Description 

A Annihilated 

Ps Pursued 

WDL Withdrew with serious loss 

WD Withdrew 

B Breakthrough 

P Penetration 

R Repulse 

S Stalemate 

-- None of the above 

Ref. HERO Table 7, CHARACTERS. 

Attacker's resolution/outcome, part 2. See RESOAl for coding 
scheme. Ref. HERO Table 7, CHARACTERS. 

Attacker's resolution/outcome, part 3. See RESOAl for coding 
scheme. Ref. HERO Table 7, CHARACTERS. 

Defender's primary tactical scheme, part 1. 
scheme. Ref. HERO Table 7, CHARACTER*4. 

Defender's primary tactical scheme, part 2. 
scheme. Ref. HERO Table 7, CHARACTERS. 

Defender's primary tactical scheme, part 3. 
scheme. Ref. HERO Table 7, CHARACTERS. 

See PRIAl for coding 

See PRIAl for coding 

See PRIAl for coding 

Defender's secondary tactical scheme, part 1. See PRIAl for 
coding scheme. Ref. HERO Table 7, CHARACTERS. 

Defender's secondary tactical scheme, part 2. See PRIAl for 
coding scheme. Ref. HERO Table 7, CHARACTERS. 

Defender's secondary tactical scheme, part 3. See PRIAl for 
coding scheme. Ref. HERO Table 7, CHARACTERS. 

Defender's resolution/outcome, part 1. See RESOAl for coding 
scheme. Ref. HERO Table 7, CHARACTERS. 
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RES0D2  Defender's resolution/outcome, part 2. See RESOAl for coding 
scheme. Ref. HERO Table 7, CHARACTERM. 

RES0D3  Defender's resolution/outcome, part 3. See RESOAl for coding 
scheme. Ref. HERO Table 7, CHARACTER*4. 

WGT Relative adjudged rating of the accuracy/validity of the data for 
this battle. Not used in this data base. All battles assigned a 
weight rating of M (moderate accuracy/validity). CHARACTER*4. 

NOTE:   PRIAl, PRIA2, PRIA3, SECAl, SECA2, SECA3, RESOAl, RES0A2, RES0A3, 
PRIDl, PRID2, PRID3, SECDl, SECD2, SECD3, RESODl, RES0D2, and 
RES0D3 are all right-justified in their respective fields. 
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APPENDIX G 

BATTLE DATA FILE FORMATS 

G-1. BATTLE SEQUENCE NUMBER. This is an index number, and so is not 
tabulated with the other data values. 

G-2. FORMAT FOR FILE 03TABLE1 

a. Description. This file is based on HERO'S Table 1 and is arranged 
in ascending order by battle sequence number. It contains four records for 
each battle sequence number. . 

b. Variables and Formats 

Record Format 
no. no. Format Variables 

1 
2 
3 
4 

511 
512 
513 
513 

(3A44) 
(A60,no,15,FlO.l) 
(2A60) 
(2A60) 

WAR, NAME, LOCN 
CAMPGN, DATE, T, WOF 
NAMA, COA 
NAMD, COD 

c. Tributary Files 

Filename Fonnat Variables 

03WAR. (A60) WAR 
03NAME. (A60) NAME 
03DATE. (110) DATE 
03T. (15) T 
03W0F (FlO.l) WOF 
03L0CAP. (A59,A60) LOCN, CAMPGN 
03ATTID. (A59,A60) NAMA, COA 
03DEFID. (A59,A60) NAMD, COD 

G-3. FORMAT FOR FILE 03TABLE2 

a. Description. This file is based on HERO'S Table 2 and is arranged 
in ascending order by battle sequence number. It contains one record for 
each battle sequence number. 

b. Variables and Formats 

Record   Format 
no.     no.        Format Variables 

1      521     (4A5,3A10,2I5)    POSTDl, P0STD2, TERRAl, TERRA2, 
WXl, WX2, WX3, SURPA, AEROA 
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c. Tributary Files 

Filename       Format 

03TABLE2A.     (4A5,A10,2I5) 

03TABLE2B.      (4A10) 

Variables 

POSTDl, P0STD2, TEkRAl, TERRA2, WXl, 
SURPA, AEROA 
WX2, WX3 

G-4. FORMAT FOR FILE 03TABLE3 

a. Description. This file is based on HERO's Table 3 and is arranged 
in ascending order by battle sequence number, 
each battle sequence number. 

It contains two records for 

b. Variables and Formats 

Record 
no. 

1 

2 

Format 
no. 

531 

531 

Format Variables 

(IIIIO) XO, CAVA, TANKA, LTA, MBTA, ARTYA, 
FLYA, CX, CTANKA, CARTYA, CFLYA 

(IIIIO) YO, CAVD, TANKD, LTD, MBTD, ARTYD, 
FLYD, CY, CTANKD, CARTYD, CFLYD 

c. Tributary Files 

Filename Format Variables 

03X0. (110) XO 
03Y0. (HO) YO 
03CX. (110) CX 
03CY. (110) CY 
03CAV. (2110) CAVA,CAVD 
03TANK. (2110) TANKA,TANKD 
03LT. (2110) LTA,LTD 
03MBT. (2110) MTBA,MBTD 
03ARTY. (2110) ARTYA,ARTYD 
03FLY. (2110) FLYA,FLYD 
03CTANK. (2110) CTANKA,CTANKD 
03CARTY. (2110) CARTYA,CARTYD 
03CFLY. (2110) CFLYA,CFLYD 

6-5. FORMAT FOR FILE 03TABLE4 

a. Description. This file is based on HERO's Table 4 and is arranged 
in ascending order by battle sequence number. It contains one record for 
each battle sequence number. 
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b. Variables and Formats 

Record 
no. 

Format 
no. 

541 

Format 

(915) 

CAA-TP-86-2 

Variables 

CEA, LEADA, TRNGA, MORALA, LOGSA, 
MOMNTA, INTELA, TECHA, INITA 

c. Tributary Files. None. 

G-6. FORMAT FOR FILE 03TABLE5 

a. Description. This file is based on HERO'S Table 5 and is arranged 
in ascending order by battle sequence number. It contains one record for 
each battle sequence number. 

b. Variables and Formats 

Record   Format 
no.     no.        Format Variables 

1 ^     551     (15,Flo. ,1,215) WINA, KPDA, ACHA, ACHD 

c. Tributary Files 

Filename        Format Variables 

03WINA.         (15) 
03KPDA.          (FlO.l) 
03ACHA.          (15) 
03ACHD.          (15) 

WINA 
KPDA 
ACHA 
ACHD 

G-7. FORMAT FOR FILE 03TABLE6 

a. Description. This file is based on HERO's Table 6 and is arranged 
in ascending order by battle sequence number. It contains one record for 
each battle sequence number. 

b. Variables and Formats 

Record   Format 
no.     no. 

1      561 

Format Variables 

(1415) QUALA, RESA, MOBILA, AIRA, FPREPA, 
WXA, TERRA, LEADAA, PLANA, SURPAA, 
MANA, LOGSAA, FORTSA, DEEPA 
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c. Tributary Files 

Filename Format 

03TABLE6A. 
03TABLE6B. 
03TABLE6C. 

(415) 
(515) 
(515) 

Variables 

QUALA, RESA, MOBILA, AIRA 
FPREPA, WXA, TERRA, LEADAA, PLANA 
SURPAA, MANA, LOGSAA, FORTSA, DEEPA 

G-8. FORMAT FOR FILE 03TABLE7 

a. Description. This file is based on HERO's Table 7 and is arranged 
in ascending order by battle sequence number. It contains three records 
for each battle sequence number. 

b. Variables and Formats 

Record Format 
no. no. Format 

1 571 (9A4) 

2 571 (9A4) 

3 572 (A4) 

c. Tributary Files 

Filename        Format 

03TABLE7A.       (9A4) 

03TABLE7B.       (9A4) 

Variables 

PRIA1,PRIA2, PRIA3, SECAl, SECA2, 
SECA3, RESOAl, RES0A2, RES0A3 
PRIDl, PRID2, PRID3, SECDl, SECD2, 
SECD3, RESODl, RES0D2, RES0D3 
WGT 

Variables 

PRIAl, PRIA2, PRIA3, SECAl, SECA2, 
SECA3, RESOAl, RES0A2, RES0A3 
PRIDl, PRID2, PRID3, SECDl, SECD2, 
SECD3, RESODl, RES0D2, RES0D3 
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APPENDIX H 

INDEX OF BAHLES AND ENGAGEMENTS 
IN THE COMPUTERIZED DATA BASE 

ISEQNO VOLNO Ntnc VE«R NON 0* CtNPBN 

1 ? 
2 ? 
3 ? 
•1 -I 

5 ? 
b 7 
7 ? 
8 7 
9 ? 

10 7 

11 2 
.2 7 
3 7 
>t 7 
S 2 
6 7 

>7 7 
.8 2 
19 2 

20 7 
21 7 
22 7 
23 7 
2<« 7 
25 7 
26 7 

11 i 
29 7 
30 7 
31 7 
32 7 
33 2 

3« 7 
35 7 
36 7 
37 
38 2 

39 7 
00 7 m 7 
H2 7 
t3 ? It 
«5 7 
l|6 ? 
'•7 7 

«S 7 
H9 7 
50 7 

U 7 
2 

53 2 

51 2 

55 2 
56 7 
57 7 
58 2 
59 7 
60 7 
61 7 

62 7 
63 7 

6^ 7 
65 7 
66 7 
67 7 
68 7 
69 2 
70 2 

NirjPUPT 
UHITE MOUNTtIN 
WIMPFEN 
DESStJ BRIDGE 
LUTTER 
SR'-ITENFELD I 
THT LECH 
ALTE \)ESTE 
LUFTZEN 
N0R3LINGEN I 

WITTSTnCK 
BRriTENFELO II 
ROTROI 
TUTTLINGEN 
FRTlauRG 
JtNKtU 
MERGENTHFIM 
tLLERHEIK INORDLINeEN III 
LENS 

2   NIFUPORT    1600 

EDGEHILL 
M«RSION   HOOR 
TIPPERHUIR 
KILSYTH 
NEW3URY   II 
H»5E3Y 
PRESTON 
□UN3«R 
WORCESTER 

ST.   »NTOINE 
THF   DUNES 
THE   Rt/kB 
VIENNA 
CHOCIH   II 

SINSHEIM 
SENEE 
EN7HEIH 
TUPCKHEIH 
EEHR3ELLIN 

SEDGEMOOR 
KILLIECRANKIE 
UAL:OUPT 
FLFURUS 
THF BOTNE 
AUGHRIH 
STELNKERKE 
NEERUINDEN ILANDE>II 
HARSA5LIA 

ZENTA 
POLTAVA 
BLENHEIH 
RAHILLIES 
OUDENARDE 
MALPLAOUET 

PETERUAROEIN 

MOLLMIT? 
CHOTUSITZ 
DETTINGEN 
FONTENOY 
H0HENFRIE0BER6 
SOOR 
KE'SELDORF 

PRESTONPANS 
CULLQOEN 

LOBQSITZ 
PRAGUE 
PLASSEY 
KOLIN 
HASTENPECK 
R0SS3ACH 
LEUTHEN 

8 BOHEHTA 1620 
6 PALATINATE 1627 

1600 JUL 
1670 NOV 
1672 MAY 
1626 APR 25 DANISH INVASION OF GERMANY 1625-26 
1676 AUG 27 DANISH INVASION OF GERMANY 162S-26 
Ib'l SEP 17 LEIPZIG 1631 
16:^2 APR 15 BAVARIA 1632 
1632 SEP 3 NUREMBERG 1632 
1672 NOV 16 SAXONY 1632 
1634 SEP 6 BAVARIA 163« 

1636 OCT < E GERMANY 1636 
16U2 NOV 2 SAXONY 1642 
1643 MAY 19 NE FRANCE 1643 
1643 NOV 24 SUABIA 1643 
1644 AUG 3 SVABIA 1644 
1645 MAR 6 BOHEMIA 1645 
1645 MAY 2 BAVARIA 1645 
1645 AUG 3 BAVARIA 1645 
1648 AUG 10 NE FRANCE 164B 

1642 OCT 23 EDGEHILL 
1644 JUL  2 YORK 
1644 SEP  1 ABERDEEN 
1644 AUG IS KILSYTH 
1644 SEP 27 NEUBURY II 
1645 JUN 14 NASEBY 
1648 AUG 17 PRESTON 
16':Q SEP  3 DUNBAR 
16';i SEP  3 WORCESTER 

16S2 JUL  5 THE FRONOE 
U'^B JUN 14 DUNKIRK 1658 
16f4 AUG  1 HUNGARY 1664 
16P3 SEP 12 AUSTRIA   
1673 NOV 11 CHOCIN 

1683 

1674 JUN 16 RHTNELANO 1674 
1674 AUG 11 SPANISH NETHERLANDS IbTI 
1674 OCT  4 RHINELAND 1674 
1675 JAN  5 RHTNELANO 1675 
1675 JUN 28 BRANDENBURG 1675 

16K5 JUL 6 SEDGEMOOR 
1689 JUL 27 KILLIECRANKIE 
1689 AUG 25 FLANDERS 16B9 
1690 JUL 1 FLFURUS 1690 
1690 JUL 11 BOTNE 
1691 JUL 22 AUGHRXH 
1692 AUG 3 FLANDERS 1692 
1693 JUL 29 FLANDERS 1693 
1693 OCT 4 PIEDMONT 1693 

1607 SEP 11 HUNGARY 1697 
1709 JUN 28 POLTAVA 
1704 AUG 13 BLENHEIM 
1705 MAY 23 RAMILLIES 
1708 JUL 11 OUDENARDE 
1709 SEP 11 MALPLAOUET 

1716 AUG  5 HUNGARY 1716 

1741 APR ID SIIESIAN 
1742 MAY 17 BOHEMIA 1742 
1743 JUN 27 DETTINGEN 
1745 MAY 11 FONTENOY 
1745 JUN 4 HOHENFRIEOBERS 
1745 SEP 3D SOOR 
1745 DEC 14 ELBE 

1745 SEP 21 PRESTONPANS 
1746 APR 16 CULLOOEN 

1756 OCT 1 PIPNA-LOBOSITZ 
U'7 MAY t BOHEMIA   1757 
I7f7 JUN a U   PENGAL 
17';7 JUN \l BOHEMIA    1757 

HASTENBECK 17'7 JUL 
17'7 NOV 5 ROSSBACM 
17«7 DEC 5 LEUTHEN 
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71 ? 
72 ? 
71 7 
74 2 

7"; ? 
76 2 
77 2 
78 ? 
79 2 
BO ? 
61 2 

H7 2 
81 ? 
eu ? 
BS 2 
B6 2 
87 2 
B8 2 
89 7 
90 2 
91 7 
92 2 

93 2 
9» 7 
95 2 

96 2 
97 2 
98 2 
99 7 

ica 7 
101 2 
in? 7 
1Q3 p 

2 
lUS 7 

1Q6 2 
n; 7 
UR 7 

,n9 2 
in 2 
11 2 
12 
13 2 

111 2 
115 2 
116 2 

ONO VOLNO 

17 
18 
19 

i?n 
121 
127 
123 
121 
12S 
126 
127 

l?fl 
129 

M) 
il 
32 
a 

HI 
1 IS 
l.Jfc 
1J7 

138 
1 !9 
mo 
Uh 

CRFFiLO 
ZOPNSOPF 
HOCHKIRCH 
BEPBEN 

KUN^SSDORF 
PLIINS OF ABRAHAM 
MAXEN 
UAR3URG 
LirSNITZ 
TOR&tU 

auNKEl* HILL 
QUF3EC 
UHTT: PLAINS 
TRFNTON 
PRINCETON 
FPfENAN'S FARH 
GEPMANTOUN 
SEMIS HEI3HTS 
MONHOUTH COURT HOUSE 
CAMDEN 
COUPENS 

GUILFORD COURT HOUSE 
HORKIRK'S HILL 
EUTAU SPRINBS 

VALHY 
JEMAPPFS 
NEFRUINOEN 
HONDSCHOOTE 
UATTIGNICS 
FLFURUS 
LOni 
CASTI5LI0NE 
NERtSHEIH 
UURZ3URB 

IQUCBECI 

ARCO 
RIVO 
PYRA 
STO 
MOU.^ 
ZURI 
NOVI 
ZUPI 
MDSPI 
MARE 
HOHE 

LA 
LI 
MIDS 
KACH I 
T TABOR 
CH I 

CH III 
IRCH 
NSO 
NLINOEN 

AUSTERLITZ 
JENA 
AUERSIADT 
EYLAU 
FPIEDLANO 
WIHIERO 
COPUNNA 
ECKHUEHL 
ASPERN-ESSLIN6 
THE RAA3 
UAGRAH 

TALAVLRA 
BU5.SACD 
FUFHILS DE ONORO 
ALPUERA 
SALAMANCA 
VITTORIA 
BORODINO 
LUrT;!LN 
BAUTZEN 
ORFSOLN 

LEIPZIG 
HANA J 
LA ROTHIERE 
LAON 
APCIS-SUR-AUBE 

1753 JUN 23 RHINELAND 1751 
17!8 «UG 25 ZOPNDORF 
1758 OCT 14 HOCHKIRX 
1759 APR 13 BERGEN 

1759 AUG 
17=9 AUG 
1759 SEP 
17''9 NOU 
17f.O JUL 
1760 AUG 
1760 KOV 

1 HINDEN 
12 KUNERSOORF 
13 QUEBEC 
21 HAXEN 
31   HONOVER   1760 
15   SILESIA   176D 

3   SILESIA   1760 

1775 JUN 
17-'S   DEC 
1776 OCT 
1776 DEC 
1777 JAN 

ViJ] '" 
1777 OCT 
1778 JUN 
17no   AUG 

SEP 
OCT 

1781   JAN 

17   SIEGE    OF   BOSTON 
31   CANADA   INVASION   1775-76 
28   NEW   YORK    1776 
26   NEW   JERSEY   1776-77 

3   NEW   JERSEY   1776-77 
19   SARATOGA 

1   PHILADELPHIA    1777-7* 
7   SARATOGA 

28   NEW   JERSEY   177S 
CAHOEN 
SOUTHERN   17B0-8t i^ 

1781 NAR 15 SOJTHERN 1780-81 
1781 APR 25 SOUTHERN 1780-81 
178 1   SEP      8   SOUTHERN   1780-81 

1792 srp 2n FRANCE   1792 
792 NOV 6 FLANDERS    1792 
7«3 iAR 18 FLANDERS   1793 
793 SfP 6 FLANDERS   179J 
793 on 15 FLANDERS   1793 
7'>lt JUN 26 FLANDERS   179« 
796 NAY in ITALY    1796 
796 AUK 5 ITALY    1796 
796 AUG 11 GERMANY   1796 

1796 SEP 3 GEPHANY   1796 

1796 NOV 15 ITALY    1796 
1797 JAN 11 ITALY    1797 
1798 Jill 21 EGYPT 
1799 HAR 2S GERMANY   1799 
1799 APR 16 EGYPT    IPALESTINEl 
1799 JUN II SylTZERLANO   1799 
1799 AUC 15 ITALY    1799 
1799 SFP 21 SUIT7ERLAN0   179» 
isno NAY 5 GERMANY   1800 
18PQ JUN 1« ITALY    1800 
isno OLC 3 GERMANY   1800 

YEAR   NON   DA CANPSN 

lars 3EC      2   18n5 
18^6 OCT m   JENA 
18r6 OCT in   JENA 
IS^T FEB      8   POLAND   1807 
lanT JUN m   POLANQ   1807 
larS AUG 21   PENINSULAR   1808 
18n9 JAN 16   PENINSULAR   1809 
18^9 APR 22   WAGRAH 
1909 MAY 21   UAr,HAM 
13r9 JUN in   WAGRAM    IITALYI 
13n9 JUL      5   UAGRAH 

18n9   JUL 28 
18 10   SEP 27 
1311 MAY 5 
1811 MAY 16 
1312 JUL 22 
iai3 JUN 21 
1812 SEP " 
1813 HAY 
1313 MAY 
1813 AUG 

7 
2 

2n 
26 

PENINSULAR 1809 
PENINSULAR 1810 
PENINSULAR 1811 
PENINSULAR 1811 
PENINSULAR 
PENINSULAR 
RUSSIA 1812 
LEIP7IG 1813 
LFTP7IG 1813 
LEIPZIG 1813 

\IU 

1313 OCT 16 LEIPZIG 1813 
1313 OCT 30 LEIPZIG 1313 
1811 FEB 1 DEFENSE OF FRANCE 
1811 MAR 9 DEFENSE OF FRANCE 
1811 MAR 20 DEFENSE OF FRANCE 
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113 
114 
115 

116 
117 
118 
119 

150 
151 
152 
153 
151 
155 
154 

}57 
153 
159 
IbO 
Ibl 
152 
153 
Ibl 

155 
Ibb 
lb7 
153 
169 
170 

171 
172 
173 
171 
175 
176 
177 
178 

179 
ISO 
ISl 
182 
183 
ia« 
185 
186 

187 
188 
189 
190 
191 
192 
193 
191 

195 
196 
197 
198 
199 
2DQ 
2Q1 

202 
203 
201 
205 
236 
207 
208 
2C9 
210 
211 
212 

213 
211 

OUATRL BPAS 
UtTiRLOO 

THF THJMES 
CHIPPLUA 
LUKJY'5 LANE 
NEW ORLEANS 

BOYACA 
CAPA30R0 
B0"30NA 
PICHINCHA 
JUNIM 
AYACUCHO 
SAN JACINTO 

PALO ALTO 
RESA:A OE LA P«LH* 
BUENA VISTA 
CEPRO r.OROO 
CONTRERAS 
CHURJ3USC0 
NOLINO OEL REY 
CHAPULTEPEC 

THE ALMA 
INKERMAN 
MAGENTA 
SOLFERINO 
SAOOUA 
CUSTOZZA II 

18 15 JUN 16 THE HUNDRED DAYS 
1815 JUN 16 THE HUNDRED DATS 
IBIS JUN 18 THE HUNDRED OATS 

KANASSAS) FIRST PULL RUN 
WILSON'S CREEK 
BELHONT 
HILL SPRINGS 
FOPT OONELSON 
PEA RinSE 
KERNSTOUN 
SHILOH 

FRONT   ROTAL 
FIRST   WINCHESTER 
CROSS   KEYS 
PORT   REPUBLIC 
SEVEN   PINES   (FAIR   OAKSl 
HECHANICSVILLE 
GATNES'S   MILL 
GLEnaALE-FRiYSER'S   FARH 

MALUERN   HILL * 
CEOAR   MOUNTAIN 
SECOND   BULL   RUN   INANASSASI 
SOUTH   MOUIAIN 
ANTIETAM 
CORINTH 
PER^JYVILLE 
FREOERICKSBURS 

HURFREESBORO 
CHANCELLORSVILLE 
CHAMPION'S   HILL 
BRANDY   STATION 
GETTYSPURG 
CHICKAMAUGA 
CHATTANOOGA 

THE   WILDERNESS 
SPOTStlWANIA 
NEW   MARKET 
COLO   HARBOR 
KCNESAU   MOUNTAIN 
PEACHTPEE   CREEK 
ATLANTA 
PETERSBURG 
GL03E    TAVERN 
OPFJUOH   CSEEK 
CE3AS   CREEK 

FRANKLIN -■ 
NASHVILLE 

18 13   OCT      5 NORTHWESTERN 
1811   JUL      5 NORTHERN 
13 11   JUL   25 NORTHERN 
13 15   JAN      8 NEW   ORLEANS 

1819   AUG 7   BOYACA 
18?1   JUN 25   CARAPOBO 
18?2   APR 7   BOMBONA 
la?2   MAY 21   PICHINCHA 
1321   AUG 6   JUNIN 
IBTI   DEC 9   AYACHUCHO 
1836   APR 21   TEXAS    1836 

1816 MAY 8 NORTHERN 
1316 MAY 9 NORTHERN 
1317 FEB 22 NORTHERN 
1817 APR 17 CENTRAL MEXICAN 
1817 AUG 20 CENTRAL MEXICAN 
1317 AUG 20 CENTRAL MEXICAN 
1317 SEP 8 CENTRAL MEXICAN 
1817   SEP 13 CENTRAL   MEXICAN 

IB^I 
1351 
18 59 
18':9 
1866 
1866 

SEP 
NOV 
JUN 
JUN 
JUL 
JUN 

20 SEPASTOPOL 
5   SEPASTOPOL 
1   LOHBAROY    1857 

21 LOMBARDT   1859 
3   BOHEMIA   1866 

21   VENETIA   1866 

1861 JUL 21   FIRST   BULL   RUN 
IBM   AUG 10   MISSOURI    1861 
1361 NOV      7   MISSOURI    1861 
1862 JAN 19   KENTUCKY   1862 
1362 FEB 15   HENRY    AND   OONELSON 
1862   MAR      7   MISSOURI    1862 
1362   MAR 23   VALLEY   1862 
1362   APR      6   TENNESSEE    IB62 

1862   MAY 23   VALLEY   1862 
1862   MAY 25   VALLEY   1862 
1862   JUN 8   VALLEY   1362 
1362   JUN 9   VALLEY   1362 
1862   MAY 31   PENINSULAR   1862 
1862   JUN 26   PENINSULAR   1867 
1862   JUN 27   PENINSULAR   186» 
1862   JUN 29   PENINSULAR   1862 

1862   JUL 1   PENINSULAR   1862 
1862   AUG 9   SECOND   BULL   RUN 
1862   AUG 29   SECOND   BULL   RUN 
1862   SEP 11   ANTIETAM 
1362   SEP 17   ANTIETAM 
1862   OCT 3   lUKA-CORIMTH 
1862   OCT 8   PERRYVILLE 
1362   DEC 13   FREDRICKSBURB 

1862 OEC 31   STONES   RIVER 
1863 MAY      1   CHANCELLORSVILLE 
1863   MAY 16   VICHSBURG 
1363   JUN      9   GETTYSBURG 
1363   JUL      1   GETTYSBURG 
1B63   SEP 19   CHICKAMAUGA ' 
1363   NOV 21   CHATTANOOGA 

1361   MAY 5   WILDERNESS 
1361    MAY 8   SPOTSYLVANIA 
1861   MAY 15   SHENANDOAH   VALLET   1861 
1361   JUN 3   WILOERNESS-SPOTSYLVANIA-COLO   HARBOR 
1861   JUN 27   ATLANTA 
1361   JUL 20   ATLANTA 
1361   JUL 22   ATLANTA 
1861   JUN 15   PETERSBURG 
1861   AUG 18   SIFGE    OF   PETERSBURG 
1861   SEP 19   SHERIDAN'S   VALLEY 
1861   OCT 19   SHERIDAN'S   VALLET 

1361   NOV   30   FRANKLIN   AND   NASHVILLE 
1361   DEC   15   FRANKLIN   AND   NASHVILLE 
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?15 
214 
217 
218 
219 

220 
221 
222 

HI 
225 
226 
227 
228 
229 

23Q 
231 
232 
233 
23t 
235 

23(. 
237 
238 
239 
210 
2m 

ISEONO   trOLNO 

212 
2I|3 
24* 
245 
2<l& 
2H7 

248 
249 
250 
251 
252 

253 
254 
255 

256 
257 
258 
259 
250 
2bl 

2b2 
263 
264 
265 
266 
267 
268 

269 
270 
271 
272 
273 
274 
27S 
276 
277 

278 
279 
26Q 
261 
262 
283 
284 

BENTONVILLE 
DIMJIUOIE COURTHOUSE 
FIV-; FORKS 
SELiU 
S«YLOR»S CREEK 

WETS 
FRO' 
SP! 
M»RS 
GR<K 
SEn» 
COUL 
ORL; 
LE H 
SELF 

SENB 
SCHU 
HEPN 
LA, 

ELOT 
•4 
MIFRS 
»NS 
• NS 
ORT 

URG 
ILLER 

TOUR 
TE-ST. PRIWAT 

ISANDHLUANt 
ULUSOI 
HAJUBA HILL 
TEL EL-KEBIR 
ONOURHAN 
ADOriA 

M0D3ER RIVER 
MAGERSFONTEIN 
COLENSO 
SPION KOP 
PAAR3ERURS 
SAN JUAN HILL 

NAHE 

THE rAlU 
TELISSU 
LIAQYANG 
THF SHA-HO 
SANOEPU 
HUK3EN 

KUHANOVO 
LULE BURGAS 
PRFLIP 
MONASTTR 
ADRIANOPLE 

UAPSAM 
THF NIEMAN 
GUAOALAJARA-BRIHUEGA 

CHAHGKUFENG-SHACHAOFENC 
HILL   52-SHACHAOFENG 
CHANGKUFENG-HILL   52 
NOMONMJN-OPENINS   ENGAGEHFNT 
NOPONHAN-SOVIET   COUMTERBFFEMSIVE 
SUOMUSSALNI 

ALSACE-LORRAINE   I 
ALSACE-LORRAINE   II 
THE   ARflENNES 
THF   SAH3RE 
MONS 
LE   CATEAU 
GUISE 

HEIGHTS   OF   NANCY 
OUDCQ    I 
OURCO    II 
PETIT   HORIN 
TWO   10RINS 
HARSHES   OF   ST.GONO 
VITRY   LE   FRANCOIS 
GAP   OF   REVISNY 
THE   AISNE 

STALLUPONEN 
BUMJINK'EN 
TANNENRERG 
M«<:ui?I»N LAKES 
KRASNIK 
KOMARQV        ' 
GNILA LIPA 

1865 HAR 19 THF CAROLINAS 
1865 MAR 29 P[ 
1865 APR  1    _ 
1365 APR  2 SELHA 
1865 APR  6 APPOHATTOX 

PETFRSBURG 
PCTERSBURS 

1870 Aun 4 X€1Z 
1870 AIIG 6 HETZ 
1870 Aur> 6 NET2 
1870 
1870 

Aun n HETZ 
Aun HETZ 

SEDAN 1870 SLP 1 
1870 NUV 9 ORLEANS 

8 70 
871 

1871 

DEC 7 ORLEANS 
JAN n LOIRE 
JAN SELFORT 

1879 JAN 22 ZULULAND 1879 
1879 JUL  4 2ULULAN0 1879 
iS'l FEB 27 SOUTH AFRICA 1881 
i8(>2 SEP 13 EGYPT 1882 
1898 SEP  2 THF SUDAN 1898 
1896 HAR  1 ETHIOPIA 1896 

1899 
1899 
1899 
19no 
19ro 
1898 

NOV 
DE; 
DEC 
JAN 
FEB 
JUL 

2 8 KIMBERLY 
11 KIHBERLY 
15 LADYSMITH 
24 LADYSHITH 
18 LADYSHITH 

1 SANTIAGO 

YEAR HON DA CANPSN 

19r4 APR 30 YALU 1904 
19^4 JUN 14 KANCHURIAN 19D4 
19n4 AUG 25 MANCHURIAN 190« 
art OCT  5 MANCHURIAN 1904 
19n5 JAN 26 MANCHURIAN 1905 
1905 FEB 21 MANCHURIAN 1905 
1912 
1912 

nil 
1913 

OCT 23 MACEDONIA 1912 
OCT 28 THRACE 1912 
NOW  1 MACEDONIA 1912 
NOV  5 MACEDONIA 1912 
MAR 23 THRACE   

<IA    191 
19l! 

1970   AUG   14   POLISH   COUNTEROFFENSIVC 
1970   SEP   23   POLISH   OFFENSIVE   SEP-OCT   1920 
1937   MAR   11   MADRID   1937 

19?8 JUL 30 CHANGKUFENG 
19T8 AUG 2 CHANGKUFENG 
1938 AUG 6 CHANGKUFENG 
19''9 MAY 23 NOMONHAN 
1939 AUG 20 NOMONHAN 
1939 OEC 11 FINLAND   1939-40 

1914 AUG 15   THF   FRONTIERS 
1914 AUG 20   THE   FRONTIERS 
1914 AUG 22   THE   FRONTIERS 
1914 AUB 22   THE   FRONTIERS 
1914 AUG 23   THF   FRONTIERS 
1914 AUG 26   ADVANCE   TO   THE   NARNE 
1914 AUG 29   ADVANCE   TO   THE   NARNE 

1914 SEP 3 THF MARNE 1914 
1914 SFP S IHF MARNF 

HAPNE 
1914 

1914 
1914 

\H> 6 THF 1914 
StP 6 IHt MARNE 1914 

1914 SEP 6 THf MARNE 1914 
1914 SEP 6 THF MARNE 1914 
1914 SEP 6 IHF MARNE nn 1914 SEP 6 THE MAPNE 
1914   SEP   13   RETREAT   FRON   THE   NARNE 

19]4 AUG 17   E    PRUSSIA    1914 
1914 AUG 2n   E   PRUSSIA    1914 
1914 AUG 26   E   PRUSSIA    1914 
1914 SEP      9   E   PRUSSIA    1914 
1914 AUG 23   GALICIA   1914 
1914 AUG 26   GALICIA   1914 
1914 AUG 26   GALICIA   1914 
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285 
2b6 

287 
288 

289 
29n 
291 
292 
293 
29t 
295 

29f> 
297 
298 
299 
3DQ 
3D1 
302 
303 

3Qt 
305 
306 
3C7 
308 
309 
310 

311 
312 
313 
3m 
315 
316 
317 

318 
319 
320 
321 
322 
323 
32t 

325 
326 
327 
328 
329 
330 
331 

332 
333 
33* 
335 
336 
337 
338 
339 
310 

3"tl 
312 
3it3 
3*<» 
31(5 
3*6 
3*7 
3*8 
3*9 
350 

'51 
352 
353 
35* 
355 
356 

RAVA    KUSSHA 
LODZ 

THT   JADAR 
THT   KOLUBRA 

191*   sEP      3   GALICI A   191* 
191*   NOV   12   U   POLAND   191« 

EASTERN   CHAMPAGNf 
NEIIKL    CHAPELLE 
rPRES    II 
FESTUBfRT 
LOOS 
WINTER   BATTLF 
GOLICE-TARNOW    lOPENING   PHASE! 

FIPST    ISONZO 
SECOND   ISONZO 
THIRD    ISONZO 
FOURTH   ISONZO 
riPST   DAR3ANELLES   LANDING 
SUVLA    BAY 
KUT-EL-AHARA 
CTESIPHON 

FIRST   SOMHE 
SOHHE-FOURTH   AR^IY   ATTACK 
SOMME-OVILLERS 
SOXHE-BAZENTIN   RIDGE 
SOMHE-FLERS-COURCELETTE 
CAUCASUS   UINTER   OFFENSIVE 
LAKE    NAROTCH 

191*   AUG   12   SERBIA   191l| 
191*   DEC       3   SERBIA   191* 

1915 FE3 IS   NOrON   SALIENT 
1915 NAR in    NOYON    SALIENT 
1915 APR 22   NOYON   SALIENT 
1915 MAY 16   NOYON   SALIENT 
1915 SEP 25   NOYON   SALIENT 
1915 FEB 7   EASTERN   FRONT   191S 
1915 MAY 2   EASTERN   FRONT   191S 

1?!? 1915 JUN 23 ISONZO FRONT 
1915 JUL 18 ISONZO FRONT 
1915 OCT 18 ISONZO FRONT 1915 
1915 NOY IC ISCNZO FRONT 1915 
1915 APR 25 GALLIPOLI 
1915 AUG  7 GALLIPOLI 
1915 SEP 27 MESOPOTAMIA 1915 
1915 NOV 22 MESOPOTAMIA 1915 

1915 JUL 1 WESTERN FRONT 1916 
1916 JUL 1 SOHME 
19 16 JUL 1 SOMME 
1916 JUL 1* SOMME 
1916 SEP 15 SOMME 
1916 JAN 10 CAUCASUS 1916 
1916 MAR 18 EASTERN FRONT 1916 

1915 SRU5IL0V OFFENSIVE 
FIFTH ISONZO 
ASIAGO 
TRF'iTlNO COUNTER-OFFENSIVE 
SIXTH ISONZO IGORIZIA) 
ARRAS 
AISNE II 

MESSINES "■       "   '~   "— 
YPPLS HI    • 
CAM3RAI I 
CAM3RAI H 
TENTH ISONZO 
ELEVENTH ISONZO 
CAPORETTO 

TIGRIS   CROSSING 
GAZA    I 
GAZA    II 
GAZA    III 
JUNCTION   STATION ~ 
SEC0N3   SOMME-PMASE   I    1SOHNE-PERONNEI 
SEC0N3   SOHME-PHASE   II    ISOHME-NONTDIDIERI 

1915 JUN «   EASTERN   FRONT   1916 
1916 MtR 11   ISONZO   FRONT    1916 
1916 MAY 15   AUSTRIAN   TRENTINO   OFFENSIVE 
1916 JUN 16   AUSTRIAN   TRENTINO   OFFENSIVE 
1916 AUG 6   ISONZO   FRONT    1916 
1917 APR 9   WESTERN   FRONT   1917 
1917 APR 16   WESTERN   FRONT   1917 

1917   JUN      7   FLANDERS   1917 
1917   JUL 31   FLANDERS   1917 
1917   NOV 20   WESTERN   FRONT   1917 
1917   NOV 30   WESTERN   FRONT   1917 
1917   HAY 12   ISONZO   FRONT    1917 
1917   AUG 18   ISONZO   FRONT    1917 
1917   OCT 2*   ISONZO   FRONT    1917 

1917   FEB 22   MESOPOTAMIA   1917 
1917   MAR 25   PALESTINE    1917 
1917   APR 17   PALESTINE    1917 
1917   OCT 31   PALESTINE    1917 
1917 NQK 11   PALESTINE    1917 
1918 MAR 21   GERMAN   SPRING   OFFENSIVES 
1918   MAR 27   GERMAN   SPRING   OFFENSIVES 

LYS 
YVONNE   C   ODETTE   POSITIONS    ISECTOR   TOULONI 
CHFMIN-DES-DAMES 
CANTIGNY 
BELLEAU   WOOD 
HILL    1*2 
WEST    WOOD   I 
90URESCHES   I 
HILL    192 

WEST WOOD II 
NORTH WOOD I IHUNTIM6 LODGE! 
30USESCHES II 
NORTH WOOD II 
NORTH WOOD m 
NORTH WOOD IV 
VAUX 
LA SOCHE WOOD EAST 
LA ROCHE WOOD WEST 
NOYON-MONIDIDIER 

CHAMPAGNE-MAPNE 
SISHE-MARNE   I 
MISSY   AUX   30IS   RAVINE 
3REJIL 
ST,   AMAND   FARM 
BEAUREPAIRE   FARM 

1918   APR 9 GERMAN   SPRING   OFFENSIVES 
1918   APR 13 WEPDUN   SECTOR 
1918   MAY 27 GERMAN   SPRING   OFFENSIVES 
1918   HAY 28 GERMAN   SPRING   OFFENSIVES 
1918   JUN 6 BELLEAU   WOOD 
1918   JUN 6 BELLEAU   WOOD 
1918   JUN 6 BELLEAU   WOOD 
1918   JUN 6 BELLEAU   WOOD 
1918   JUN 6 BELLEAU   WOOD 

1918   JUN 11 
1918   JUN 12 
1918   JUN 13 
1918   JUN 21 
1918   JUN 23 
1918   JUN 25 
1918   JUL 1 
1918   JUL 1 
1918   JUL 1 
1918   JUN 9 

BELLEAU 
BELLEAU 
BELLEAU 
BELLEAU 
BELLEAU 
BELLEAU 
BELLEAU 
BELLEAU 
BELLEAU 
BELLEAU 

WOOD 
WOOD 
WOOD 
WOOD 
WOOD 
WOOD 
WOOD 
WOOD 
WOOD 
WOOD 

1918   JUL IS   GERMAN   SPRING   OFFENSIVE   1916 
1918   JUL 18   AISNE-MARNE 
1916   JUL 18   SOISSONS 
lili   JUL 18   SOISSONS 
1918   JUL 18   SOISSONS 
1918   JUL 18   SOISSONS 
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357 
358 
359 

3bO 
361 
ibZ 
363 
3b<t 
365 
366 
367 
368 

369 
370 
371 
372 
373 
371 
375 
376 
377 
378 

379 
380 
3bl 
382 
383 

38>( 
385 

CRaW«NCON FERME-CHAUOUN 
C H < J 3 U N 
«ISME-H»RNE 11 

1918 JUL 18 SOISSONS 
1918 JUL 18 SOISSONS 
1918 jUL 20 »ISNE-M«RNE 

IS£ONO VOLNO 

386 
387 
388 
389 
390 
391 
392 
393 

391 
395 
396 
397 
398 
399 
IDQ 
101 
402 

1C3 
401 
4C5 
436 
407 
409 
4C9 
410 

411 
412 
413 
414 
415 
416 
417 
418 
419 
423 
421 
422 

423 
424 
425 
426 
427 

I 
II 

BCZY  LE  SE: 
BU7»NCY   RIDGE 
PIC»ROY   1918, 
RICAROV   1918, 
ST.   HIHIEL 
L«H»»V!LLE-BOIS   OE   L««»RCHE 
MEuSE-ARGONNE    I 
3HNC-H0NT   I 
HEDE»H   FARM 

FSSEN   HOOK 
9LANC   MONT   RIDGE 
SOMKEPY  UOOO 

aLANC   MONT   II 
MEDSi-ARGONNF    II 
EXERHONT-MONTREFAGNE 
MAYACriF   RAVINE 
LA   NEUVILLf   LE   COHTE   FERUE 
FEP-t:   DES   GRANGES-FLEVILLE 
HILL   212 

BOTS   OE   BOYON-MONTREFAGNC 
HILL   272 
MEIISE-ARGONNE   III 
REMILLY-AILLICOURT 
HILL   252-PONT   HAUBI& 

THf   PIAVE 
MEGI300 

NAHC 

ALAN   HALFA 
EL   ALAMEIN   II 
OPERATION   LIEHTTOOT 
ALANEIN   BRIDGEHEAD   EXPANSION 
OPERATION   SUPERCHARGE 
CHOuIiUI   PASS 
EL   GULTTAR 
SEDJANNE-BIZERTE 

AMPHITHEATER 
PORT   OF   SALERNO 
SELi-CALORE   CORRIDOR 
3ATTIPAGLIA    I 
UIFTRI 
TO5A:CO FACTORY 
9ATTIPASLIA U 
EBOLI 
VIETRI II 

GRAZ2ANISE 
CAIA220 
CAPUA 
CA5TEL VOLTURNO 
MONTE ACERO 
TRIFLISCO 
aRA;^ONl 
CANAL I 

MONTE GRANDE IVOLTURNOI 
CANAL II 
FRANC0LI5E 
SAMA MARIA OLIVETO 
MONTE CAMINO I 
MONTE LUNGO 
P07ZILLI 
MONTE CAMINO II 
MONTE ROTONDO 
CAIASRITTO 
MONTL CAMINO III 
MONTE MAGGIORE 

APPILIA I 
THf FACTORY 
CA-POLEONE 
CAMPOL'-0\'E COUNTERATTACK 
CAPR3CET0 

1918   JUL 21   AISNE-MARNE   II 
1918   JUL 21   AISNE-HARNF   II 
19 18   AUG 8   AMIENS   OFFENSIVE 
1918   AUG 21   AMIENS   OFFENSIVE 
1918   SEP 12   ST.   MIHIEL 
1918   SEP 12   ST.   MIHIEL 
1918   SEP 26   MEUSE-ARGONME 
1918   QCT 3   MEUSE-ARGONNE    (CHAMPAGNEI 
19)8   OCT 3   MEUSE-ARGONNE    ICHAMPAGNEl 

ARGONNE    (CHAMPAGNEI 
ARGONNE    (CHAMPAGNEI 

(CHAMPAGNEI 
(CHAMPAGNEI 
" "II 

1918 
1918 
1918 
1918 
1918 
1918 
1918 
1918 
1918 
1918 

OCT 
OCT 
OCT 
OCT 
OCT 
OCT 
OCT 
OCT 
OCT 
OCT 

MEUSE- 
ME USE- 
MEUSE- 
MEUSE- 
MEUSE- 
MEUSE- 
MEUSE- 
MEUSE- 
MEUSE- 
MEUSE- 

1918 QCT 
1918 OCT 
1918 NOV 
1918 NOW 
1918 NOV 

ARGONNE 
ARGONNt 
ARSONNE PHASE 
ARGONNE PHASE I 
ARGONNE PHASE I 
ARGONNE PHASE I 
ARSONNE PHASE I 
ARGONNE PHASE   I 

5 MEUSE-ARGONNE PHASE I 
9 MrUSE-ARGONIE PHASE I 
1   MEUSE-ARSON'«E PHASE I 
6 MEUSE-ARGONME PHASE I 
7 MEUSE-ARGONNE PHASE I 

1918   JUN   IS   ITALIAN  FRONT   1918 
1918   SEP   19   PALESTINE    191« 

YEAR   MON   DA CANP6N 

1942 AUG 31 
1942 OCT 23 
1942 OCT 23 
1942 OCT 26 
1942   NOV      2 
1942 NOV   26 
1943 MAR 23 
1943   APR   2J 

NORTH AFRICA 1942 
NORTH AFRICA 1942 
NORTH AFRICA 194Z 
NORTH AFRICA 1942 
NORTH AFRICA I9ll2 
TUNISIA 1942 
TUNISIA 1943 
TUNISIA   1943 

1943 
1943 
1943 
}943 

1943 
1943 
1943 
1943 

SEP 
SEP 
SEP 
SEP 
SEP 
SEP 
SEP 
SEP 
SEP 

11 

SALERNO 
SALERNO 
SALERNO 

12   SALERNO 
12 SALERNO 
13 SALERNO 
17 SALERNO 
17 SALERNO 
17 SALERNO 

1943 
1943 
1943 
1943 
1943 
1943 
1943 
1943 

OCT 
OCT 
OCT 
OCT 
OCT 
OCT 
OCT 
OCT 

1943 
1943 
1943 
1943 
1943 
1943 
1943 
1943 
19U3 
1943 
1943 
1943 

OCT 
OCT 
OCT 
NOV 
NOV 
NOV 
NOV 
NOV 
NOV 
DEC 
DEC 
aEC 

12 VOLTURNO 
13 VOLTURNO 
13 VOLTURNO 
13 VOLTURNO 
13 VOLTURNO 
13 VOLTURNO 
15 VOLTURNO 
17 VOLTURNO 

TURNO 
TURNO 
TURNO 
TURNO 
TURNO 
TURNO 
TURNO 
TURNO 
TURNO 
TURNO 
TURNO 
TURNO 

16 VOL 
18 VOL 
20 VOL 
4 VOL 

VOL 
VOL 
VOL 
VOL 
VOL 
VOL 
VOL 
VOL 

1944 
1944 
1944 
1944 
1944 

JAN 
JAN 
JAN 
FE3 
FE" 

25 AN7I0 
27 AN7I0 
29 AN710 

3 AN7I0 
7 AN7I0 
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1128 

tin 
til 

133 

tJH 
HZ5 
436 
137 
133 
*39 
4H0 
I'll 

«^^ 
1113 
"ttM 
«ilS 
1146 
147 
IIS 
4l<9 

«sn 
151 
152 
1453 
USH 
455 
»56 
157 

158 
159 
160 
161 
16? 
163 
161 
165 
166 
167 
168 

169 
170 
171 
172 
173 
171 
175 
176 
177 
178 
179 
180 

181 
182 

183 
181 
IBS 

ISEQNO VOLNO 

186 
187 

188 
189 
190 
191 
192 
193 
191 
195 
196 
197 
198 

MOLETH   RIV£R   DEFENSE 
APPILI«   II 
F«rTOSY   COUNTeR«TT«CI( 
BOWLING   ALLEY 
MOLLTT* RIVER  II 
FIOCCI* 

S«NI»    H«R1A   INFANTE 
5AN   .iARTINO 
CA^ILLLONOPATO 
SPT3N0 
FOPHIA 
MONTE    GRANDE     IROHEI 
ITPI-FONDI 
TER^ACINA 

MOLETTA   OFFENSIVE 
AN7I0-ALBAN0   ROAD 
AN7I0   BREAKOUT 
CISTiRNA 
SE7ZE 
VELLETRI 
CAHPOLFONE 
VILLA   CHOCETTA 

ARDEA 
FOSSO   DI   CAHPOLEONE 
LANUVIO 
LAPHNO 
VIA   •N7IATE 
VALMONTONE 
TARTO-TIBER 
IL   CIOGIO   PASS 

ST. LO 
OPERATION GOODWOOD 
OPERATION COBRA 
NORTAIN 
CHARTRES 
MELJN 
SEINE RIVER 
HOSELLE-METZ 
HETZ 
ARPACOURT 
UESTUALL 

SCHHIDT 
SETLLE-NIED 
FOPLT   DE   CHATEAU-SALINS 
MOPHANGE 
MOPHANGE-FAULQUEMONl 
BODRGALTROFF 
SAPRE-ST.   AVOLD 
aATUENOORF   I 
SAERENDORF   II 
3UP3ACH-nuRST£L 
DUPSTEL-FA ERSERSylLLER 
SARRE-UNION 

SARRE-SINGLING 
SINGLING-3INING 

SAUER   RIVER 
ST.   VITH 
BASTOGNE 

NAME 

SEriAN-MEUSE   RIVER 
JITRA 

ROVNO 
DEFENSE OF HOSCOU 
MOSCOu COUNTErtOFFENSIVE 
POGORLLOYE 50R0DISHCHE 
LEWIMGRAJ 
OBOYAN-KURSK    IPHASE   II 

°0B^?{sistiRirt"pSis^^?¥i""'' """'•• 
090YAN-KU3S* IPHASE IIII 
PROKHOROvKA 
KUPSK COUNTEROFFFNSIVE 

1911 FEB 7 AN7I0 
1911 FEB 9 AN7I0 
1911 FEB 11 AN7I0 
1911 FE8 16 AN7I0 
1911 FEB 15 ANZIO 
1911 FEB 21 AN2I0 

1911 MAY 12 POME 
1911 MAY 12 ROME 
1911 MAY 11 ROME 
1911 MAY 11 ROME 
1911 MAY 16 ROME 
1911 MAY 17 ROME 
1911 MAY 2n ROME 
1911 NAY 22 ROME 

1911 MAY 23 ROME 
1911 MAY 23 POME 
1911 MAY 23 ROME 
1911 MAY 23 ROME 
1911 MAY 25 ROME 
1911 MAY 26 ROME 
1911 MAY 26 ROME 
1911 MAY 27 ROME 

1911 MAY 28 POME 
1911 MAY 29 RO»E 
1911 MAY 29 ROME 
1911 JUN 1 ROME 
1911 JUN 1 ROME 
1911 JUN 1 ROME 
1911 JUN 3 ROME 
1911 SEP 13 NORTH ITALIAN 

1911 JUL 11 NORMANDY 
1911 JUL 18 NORMANDY 
1911 JUL 21 NORMANDY 
1911 AUG 6 NORMANDY BREAKOUT 
1911 AUG 16 LE MANS TO MET7 
1911 AUG 23 LE MANS TO MET2 
1911 AUG 23 LE MANS TO METZ 
1911 SEP 6 LE MANS TO MET? 
19M1 SEP 13 LE MANS TO METZ 
1911 SEP 19 NORTHUEST EuSOPE H 
1911 OCT 2 AACHEN 

1911 NOV 2 NORTHWEST EUROPE 191* 
1911 NOV « SAAR ILORRAINEI 
1911 NOV In SAAR ILORRAINEI 
1911 NOV 13 SAAR ILORRAINEI 
1911 NOV 13 SAAR ILORRAINEI 
1911 NOV 11 SAAR ILORRAINEI 
1911 NOV 20 SAAR ILORRAINEI 
1911 NOV 21 SAAR ILORRAINEI 
1911 NOV 26 SAAR ILORRAINEI 
1911 NOV 27 SAAR ILORRAINEI 
1911 NOV 28 SAAR ILORRAINEI 
1911 DEC 1 SAAR ILORRAINEI 

1911 DEC 
1911 DEC 

6 SAAR ILORRAINEI 
6 SAAR ILORRAINEI 

1911 DEC 16 ARDENNES 
1911 DEC 17 ARDENNES 
1911 DEC 18 ARDENNES 

YEAR NQN DA CANPSN 

191Q MAY 13 FRANCE 1910 
1911 DEC 12 MALAYA 1911 

1911 JUN 22 BAPBAROSS* 
1911 SEP 3r TYPHOON 
1911 DEC  5 MOSCOW COUNTEROFFENSIVE 
1912 AUG  1 THE R2EHW OPERATION 
1913 JAN 12 LENINGRAD 
1913 JUL 1 KURSK ICITADELI 
1913 JUL 5 KUPSK ICITADELI 
1913 JUL  7 KURSK ICITADELI 
1903 JUL 11 KURSK ICITADELI 
1913 JUL 12 KURSK ICITADELI 
1913 AUG  3 KURSK COUNTEROFFENSIVE 
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it9'» t 
5ca 6 
SDl 5 
502 6 
5CJ3 6 
SGI A 
505 6 
506 6 
5C7 6 
508 6 
509 6 

510 6 
511 6 
512 6 
513 6 
5lt 6 
515 6 
516 6 

517 6 
518 6 
519 6 
5za 6 

521 6 
522 6 
523 6 
5^^ 6 
525 6 
526 6 
527 6 
528 6 
529 6 
530 6 
531 6 
532 6 

533 6 
53* 6 
535 6 
536 6 
537 6 

538 6 
539 6 
51.0 6 
5m 6 
512 6 
513 6 
511 5 
515 6 
516 6 

517 6 
518 6 

519 6 
550 6 
551 f. 
552 i 
553 b 
551 f, 
555 6 
556 & 
557 ■  6 
558 6 

559 6 
560 6 
561 6 
562 6 
563 6 
561 6 
565 6 
566 6 
567 6 

568 

BELGORCO 
MEIIIOPOL 
KOPSU.'J-SCHFVCHENKOVSHIY 
NIKOPOL   3RIDGEHEO 
SFV4ST0P0L 
aEP£2IN»   KIVH 
LVO«-S*NnoHIEHZ 
BUOjy    tPH»SE    I) 
aunjy   (PH»S£   ill 
VISTULA   RIVER    (PHISE   D   II 
VISTUL*      

1913   <UG 3 KURSK    COUNTEROFFENSIVE 
1913   SEP 26 RACE    TO   THE   DNIEPER 
1911   JAN 21 UKPANIAN   CANPAIGN 
1911   JAN 31 DNIEPER   BRI06EHEAD 
1911   HAY 5 CRIMEA   1911 
1911   JUN 25 BYFLORUSSIAN   OFFENSIVE 
1911   JUL 13 LIBERATION   OF   E   POLAND 
1911   JUL 11 THE   LVOW-SAND0«(IER2   OPERATION 
191*   JUL 15 THE   LVOV-SASO0NIER2   OPERATION 
1911   JUL 29 POLAND   1911 

RIVER    (PHASE   D_in_ i9li   A5G      2   POLIKO   19 

YASSY-KISHINEV 
VISIULA-ODFR 
EAST   PRUSSIA 
CIECHANOH    (PHASE   I> 
CIFCHANOW    (PHASE   III 
SEELOy   HFIGHTS 
MUTANKIANG 

TARAUA-BETIO 
lUO   JIMA   -   INTO   THE   HAIN   DEFENSES 
lUO   JIMA   -   SURIBACHI 
IWO   JIMA    -   FINAL   PHASE 

1911   AUG 20   ROMANIA   1911 
1915   JAN 12   LIBERATION   OF   V   POLAND 
1915   JAN 13   EAST   PRUSSIA    1915 
1915   JAN 11   RUSSIAN   WINTER   OFFENSIVE   1915 
nn   A^JS {I   ?E"ILS'N*"ISJ?'"   OFFENSIVE   191S 
1915   AUG 9   MANCHURIA    19i|S 

1911   NOV 2n CENTRAL   PACIFIC 
1915   FEl 2n BONIN    ISLANDS 
1915   FEB 20 BoNIN   ISLANDS 
1915   MAR 11 BONIN   ISLANDS 

ADVANCE   FROM   THE   BEACH 
AOVANCF   THROUGH   THE   OUTPOSTS 
T0"3   HILL-OUKI 
SKYLINE   RIDSE-ROCKY   CRABS 
KOCHI   RIDGE-ONAGA   I 
KOCHI    PIDGE-ONAGA   II 
KOCrtI    RIDSE-ONAGA   III 
JAPANESE   COUNTERATTACK 
KOCHI    RIDGE   IV 
SHIIRI   ENVELOPMENT    (PHASE   II 
JAPANESE   COUNTERATTACKS 

2 OKINAWA (US 7TH INF OIW SECTORI 
5 OKINAWA (US 7TH INF OIViEECTORI 
9   OKINAWA   (US   7TH   INF   DIV   SECTORI 

1915 APR 
1915 APR 
1915   APR 
1915   APR 19 OKINAWA (US 7TH   INF   oiv   SECTORI 
loHI   i£S ^5 OKINAWA (US TTH   INF   DIV   SECTORI 
1915   APR 28 OKINAWA (US TTH   INF   DIV   SECTORI 
1915   APR So OKINAWA (US TTH   iNF   BlV   SECTOR! 
1915   MAY 1 OKINAWA (US TTH   INF   DIV   SECTORI 
1915   MAY 6 OKINAWA (US 7TH   INF   DIV   SECTORI 
1915   MAT 22 OKINAWA (US TTH   INF   DIV   SECTORI 
1915   MAY 21 OKINAWA (US TTH   INF   DIV   SECTOR! 

SHU8I    ENVELOPMENT   <I>HASE_III h^L"*'   "   oJiMiA   iuS   TlU   ISF   DIV   SECTORI 

(PHASE   nil" SHURI   ENVELOPMENT 
HILL   95-1 
HILL   95-11 
YAFJU-DAKE 
HILLS    153   AND    IIS 

ADVANCE   FROM   THE   BEACH " 
ADVANCE   TO   SHURI   LIME   0UT»0ST5 
KAKAZJ   ANO   TOMBSTONE   RIDGES 

ATTACK   ON   SHURI   LINE'S   EASTERN   FLANK   I 
ATTACK   ON   SHURI   LINE'S   EASTER'*   FLANK   II 

1915   MAY 29 OKINAWA (US   TTH INF OIV   SECTORI 
\ltl   iyi S OKINAWA (US   TTH INF DIV   SECTORI 
191S   JUN 9 OKINAWA (US   TTH INF DIV   SECTORI 
1915   JUN 12 OKINAWA (US   TTH INF DIV   SECTOR! 
1915   JUN 15 OKINAWA (US   TTH INF DIV   SECTORI 

1915   APR 2   OKINAWA (US   96TH INF   DIV SECTORI 
1915   APR 5   OKINAWA (US   96TH INF   OIV SECTORI 
1915   APR 9   OKINAWA (US   96TH INF   DIV SECTORI 
f?!*^   fSS \?   2«"*»«A (US   96TH INF   OIV SECTORI 
1915   APR 26   OKINAWA (US   96TH INF   DIV SECTORI 
1915 MAY 11   OKINAWA (US   96TH INF   DIV SECTORI 
1916 MAY 11   OKINAWA IUS   96TM INF   DIV SECTORI 

tll'^^li^ON   SHURI   LINE'S   EASTERN   FLANK    III 1915   MAY   20   OKINAWA   (US 96TH INF i5fi ?rrTnli; 
ADVANCE   TO   *"Z*-0»'<E/T«JU;DAKE_ESCARPMENT__{915_JUl!l      6   OKINISJ   (HI JITS IKF OIV SECTORI 

JIIi'^IS^ON   YUZA-DAKE/YAEJU-DAKE   ESCARPMENT I? i5"jUN~0~0K lijlw A   (US 96TH INF DIV SFPTnoj 
CAPTURE   OF   YUZA-DAKE/YAEJU-DAKE   ESCARPMENT      191S   JUN   12   SllINAwi;   ,US 96TH IUF OIV sIcToSI 

JENIN 
JERUSALEM 
KABATIYA 
TILFIT-ZABABI8A 
NARLUS 
RAFAH 
BIR   LAHFAN 
ABU   A3EILA-UH   KATEF 
EL-ADISH 
JEBEL LIBNI 

GA7A  STRIP 
SIP HASSNA-BIR THAMAOA 
MITLA  PASS 
BIR HAMA-aiR GIFGAFA 
NAKHL 
BIP GIFGAFA 
TEL FAHAR-BANIAS 
RAWIYEH 
2A0URA-KALA 

196T JUN ^ WEST BANK 
1967 JUN 5 WEST BANK 
1967 JUN 6 WEST BANK 
1967 JUN 6 WEST BANK 
19f7 JUN 7 ^^SIl"-" 1967 JUN ■. 
1967 JUN S SIK'AI 
1967 JUN 5 SINAI 
1967 JUN 5 SINAI 
1967 JUN 6 SINAI 

1967 JUN 6 SINA 
1967 JUN 7 SINA 
1967 JUN 7 SINA 
1967 JUN 7 SINA 
1967 JUN R SINA 
1967 JUN 8 SINA 
1967 JUN 9 GOLAN 
1967 JUN 9 GOLAN 
1967 JUN 9 GOLAN 

KERAHA 

SUF2 CANAL ASSAULT, NORTH 

1968 MAR 21 JORDAN VALLEY 

1973 JCT  6 Surz 19T3 
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570 f. 
571 f. 
572 S 
573 6 
57* 6 
575 h 
576 6 
577 ^ 
578 6 

579 6 
580 ft 
5B1 6 
5B2 6 
583 h 
58<» 6 

585 ft 
586 ft 
587 
583 
589 
593 
591 
592 
593 
591) 
595 

596 
597 
598 
599 
530 
6&1 

Surz   CJNiL   ASSAULT,   SDUIH 
SErOND   ARHY   BUILDUP 
THIRD    ARMY   BUILDUP 
KAMTARA-FIRDAs 
EGYPTIAN   OFFtNSIVE,   NORTH 
FGYPTIAN   OFFrNSIVE,   SOUTH 
DEVLBSOIR    CHINESE   FARM   I) 
DEVERiOIR    ICHINESE   FARM   Til 
DEVERSOIR   WEST 

ISMAILIA 
JEBEL   GENEIFA 
SHALLUFA    I 
SHALLUFA   II 
SUFZ 
AOAJIVA 

ISEONO   yOLNO 

KUNEITPA 
AHMADIYEH 
RATIO 
YEHUDA-EL   AL 
NAFEKH 
TEL   FARRIS 
HUSHNIYAH 
MOUNT    HERMONIT 
MOUNT    HERNON   I 
TEL   SMAM5 
TEL   SHAAR 

TEL EL HARA 
KFAR SHAMS-TEL *NT«R 
NARA 
ARAB COUNTEROFFENSIVE 
MOUNT HERMON II 
MOUNT HERMON III 

NAME 

1973 OCT 6 SUFZ I97J 
1973 OCT 7 SUEZ 19TJ 
1973 OCT 7 SUEZ 1975 
1973 OCT 8 SUEZ 1973 
1973 OCT m SUFZ 1973 
1973 OCT in SUEZ 1973 
1973 OCT 15 SUFZ 1973 
1973 OCT 16 SUEZ 1973 
1973 OCT 18 SUEZ 1973 

1973 OCT 19 SUEZ 1973 
1973 OCT 19 SUFZ 1973 
1973 OCI 22 SUFZ 1973 
1973 OCT 23 SUEZ 1973 
1973 OCT 23 SUFZ 1973 
1973 OCT 23 SUFZ 1973 

1973 OCT ft GOLAN 
1973 OCT ft GOLAN 
1973 OCI 6 GOLAN 
1973 OCI 7 GOLAN 
1973 OCI 7 GOLAN 
1973 OCT 8 GOLAN 
1973 UCI 8 GOLAN 
1973 OCI 8 GOLAN 
1973 OCT 8 GOLAN 
1973 OCT 11 GOLAN 
1973 OCT 11 GOLAN 

1973 OCT 13 GOLAN 
1973 OCT 15 GOLAN 
1973 OCT 16 GOLAN 
1973 OCT 19 GOLAN 
1973 OCT 21 GOLAN 
1973 OCT 22 GOLAN 

YEAR NON DA CANPGN 
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APPENDIX I 

DESCRIPTION OF CDES CONTRACT TASKS 

I-l. OBJECTIVE. The purpose of the CDES contract is to correct typograph- 
ical mistakes, omissions, inconsistencies, and ambiguities in the battle 
and engagement data base being used in the CHASE Study. 

1-2. BACKGROUND 

a. In 1983 and 1984, the Historical Evaluation and Research Organization 
(HERO), under contract MDA903-82-C-0363, prepared for the US Army Concepts 
Analysis Agency (CAA) a detailed data base of battles and engagements. In 
September 1984, CAA published this as "Analysis of Factors That Have Influ- 
enced Outcomes of Battles and Wars: A Data Base of Battles and Engagements," 
Study Report CAA-SR-84-6. 

b. In accordance wi.th the previous contract, the data base was detailed 
for individual battles. It is not, however, directly usable in Army studies 
and analyses, tactical concept formulation, or wargaming. These activities 
require summary, quantitative relationships applicable throughout a broad 
range of engagement situations to identify significant trends or factors. 
In August 1984, CAA initiated the Combat History Analysis Study Effort 
(CHASE) to search the HERO data base for historically based quantitative 
relationships for use in Army studies and analyses, concept formulation, 
and wargaming. The CHASE Study has identified a need for extending the 
original research effort to make the data base useful for other analyses. 

1-3. SCOPE OF THE CDES CONTRACT 

a. General. The tasks to be addressed by the contractor are described 
in paragraphs b through j below. In addition, a final report in the form 
of an errata addendum is required. The addendum package should document 
the results of the tasks listed below. The package should also be distri- 
butable to current holders of the original data base. 

b. Task 1. Analyze Data Base Problem Reports. 

(1) Background. CAA has compiled a list of problem reports as it 
transcribed the HERO data base into computerized format for use in CHASE. 
The problem reports identify typographical mistakes, missing, ambiguous, or 
suspect data items and terminology in the HERO data base. Problem reports 
have been accumulated, and their resolution is required to use the data 
base effectively. 

(2) Task Statement. Review each of the problem reports and correct 
or clarify the data base as required to resolve the problem identified. 

I-l 
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c. Task 2. Clarify the Total Engaged Personnel Strength Data. 

(1) Background. HERO defines (see Appendix E) the total engaged 
personnel strength to be "The sum, at the start of the engagement, of all 
personnel subject to enemy fire, including generally combat and combat sup- 
port troops but also service troops if subject to enemy fire." However, 
"For lengthy engagements in which both sides were significantly reinforced 
after the beginning of the engagement, an average of the daily start 
strength(s) was entered." The differences in these definitions of total 
engaged personnel strength explain why, in some instances, the casualties 
can exceed the "total engaged" personnel strength. Neither the initial 
strengths, nor the total reinforcements/replacements, nor the final person- 
nel strengths can be recovered from the data provided by HERO. Also, the 
data base does not indicate whether the total engaged are the initial 
strengths or daily averages. 

(2) Task Statement. Identify the battles for which the total engaged 
strength represents the number of personnel at the start of the battle or 
an average daily strength during the battle. Explain the derivation of 
each average daily strength computation and provide the initial personnel 
strengths, the number of reinforcements/replacements, and the final personnel 
strengths for those battles. 

d. Task 3. Clarify the Basis for Assigning Victory. 

(1) Background. Hero states (see Appendix E) that "the victor, if 
not apparent from the decisive resolution of the combat in favor of one 
side or the other, is determined by an assessment of the extent to which 
each side was successful in accomplishing its mission." Thus, two distinct 
criteria for assigning victory were used, but the data base does not indi- 
cate which criterion applies to the victory. 

(2) Task Statement. Identify the battles for which the victory was 
assigned on the basis of "the decisive resolution of combat in favor of one 
side or the other," and those for which it was assigned on the basis of 
"the extent to which each side was successful in accomplishing its mission." 

e. Task 4. Refine the Duration Data. 

(1) Background. The HERO data base lists battle duration in days, 
but this time scale is too coarse to be readily usable for CAA studies and 
analyses. Battles that last for less than a day, or span just 2 or 3 days, 
have durations that are badly misrepresented by this coarse a time scale. 
For example, suppose two battles occur with identical personnel strengths, 
casualty losses, and distance advance; but that the first battle lasts 1.5 
hours while the second battle lasts 15 hours. Both would be listed in the 
HERO data base as having the same percent casualties per day and the same 
rate of advance per day. Yet the first battle actually had casualty and 
advance rates 10 times those of the second battle. 

1-2 
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(2) Task Statement. Identify the battles for which a refined and 
more accurate value of battle duration can be assigned, and restate the 
duration of those battles. For example, if the time data available for a 
particular battle indicates "the battle lasted from sunrise to sunset during 
August," then modify the battle duration and indicate the new time in the 
addendum. 

f. Task 5. Clarify the Width of Front Data. 

(1) Background. HERO states (see Appendix E) with regard to the width 
of a front that "where there is a significant difference between the fronts 
occupied by the opposing forces in an engagement, the width of the attacker's 
front is entered as the descriptor." However, the data base does not indi- 
cate when the width of front applies to the defender as well as to the 
attacker. 

(2) Task Statement. Provide the defender's width of front for all 
battles. 

g. Task 6. Clarify the Defender Posture Description. 

(1) Background. HERO states (see Appendix E) with regard to the defen- 
der posture data that "frequently, it should be noted, descriptors entered 
in this category reflect a defensive posture best defined as a combination 
or average of 2 of the 5 basic categories. For example, a defender may 
adopt two postures during the course of an engagement, or the level of defen- 
sive preparation may not be uniform across a lengthy front or throughout 
the depth of a defended zone." However, the data base does not indicate 
when the descriptors identify a combination or average of the basic 
categories. 

(2) Task Statement. Identify those battles for which the defender 
posture indicates a "combination" descriptor, and those for which it indi- 
cates an "average" descriptor. Also, state whether the changes in defensive 
postures which warranted the modified descriptor occurred along the front, 
depth, or time of the defense. For example, if an average descriptor is 
listed due to significant changes along the defensive front, indicate that 
fact adjacent to the modified descriptor. 

h. Task 7. Identify the Quality of Strength and Loss Data. 

(1) Background. Some of the data within the data base are more reli- 
able than others; however, the HERO data base does not indicate the level 
of confidence that can be assigned to the data. Assigning a "weight" indi- 
cating the adjudged relative level of reliability of the data would be very 
useful for certain statistical analysis purposes. It is probably inappro- 
priate to assign relative reliability weights to values such as those in 
Tables 2, 4, 5, and 6 that are themselves judgmental in nature. However, 
it would be appropriate to assign relative reliability weights to objective 
values such as those in Table 3 which contain strength and loss data. 
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(2) Task Statement. Assign to each battle a "weight" that indicates 
the adjudged relative level of reliability for the strength and loss data 
of the respective battles. 

i. Task 8. Develop Strength and Attrition Histories for Selected 
Battles. 

(1) Background. The HERO data base provides data on the total engaged 
strengths and losses experienced in each historical battle. While useful 
for many purposes, these data cannot be used to study the laws governing 
attrition in historical battles. What is required are data listing the 
personnel strength and cumulative attrition at intermediate times during 
the course of a battle. This type of data were used by Engel and by Busse 
in their classical analyses. Augmentation of the HERO data base to provide 
attrition histories for selected battles would allow a considerably deeper 
analysis of attrition to be performed than is possible without it. 

(2) Task Statement. List those battles where accurate strength and 
attrition histories are available for both sides. Select a list of battles 
based upon CAA approval for which two-sided strengths and attrition histor- 
ies will be prepared. Develop and document the strength and attrition his- 
tories for each of these battles. 

j. Task 9. Assistance in Eliminating Unwanted Redundancies. 

(1) Background. Tables 2, 4, 5, 6, and 7 of the HERO data base con- 
tain at least 28 columns of information, some of which seems to be redundant. 
For example. Table 2 gives information on "whether or not surprise (was) 
achieved by one side or the other; and if it had been, by whom and to what 
degree." Table 4 contains columns characterizing the disparity between the 
opponents with respect to such items as leadership, combat effectiveness, 
and military intelligence. Table 6 categorizes the extent to which the 
battle outcome was affected by such factors as leadership, planning, sur- 
prise, and maneuver. There seems to be a high degree of redundancy among 
all of the factors mentioned above. For technical statistical reasons, it 
is necessary to reduce these data to a much smaller number of columns that 
capture the gist of the information without redundant information. CAA 
expects to use statistical methods to assist in this reduction process; 
however, historical insights may have a valuable role to play in this 
process. 

(2) Task Statement. Review CAA's efforts to reduce the level of 
redundancy in the data based upon the data judgements integrated into those 
tables. Identify points of concern, and suggest appropriate methods for 
accomplishing the removal of redundancy without losing essential information, 
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APPENDIX J 

AN INTRODUCTION TO LOGISTIC REGRESSION 

J-1. INTRODUCTION. Suppose that we have N observations as follows: 

yi. xio, xii, X12, ... , xip 

yZ' X20. X21» xi2» ••• ' X2P 

yS'  X30, X31, X32, ... , X3P 
a •        •        • • 

• •        •        • • 
• •        •        • *       ' 

yN'  XNO» XN1» XN2' ... , XNP 

where each of the yn for n = 1(1)N is one* of the integer values in the set 

of response levels r = 0(1)R and Xnp is a real number for n = 1(1)N and 

p = 0(1)P. We assume that each yp is the result of an experimental trial 

in which the value of yn is selected randomly from the values 0(1)R 

according to the probabilities; 

Prob(yn = r) = Pr(xn)        " (J-1) 
where 

Xn = (xnO» Xnl. ••• '^nP) 

is a (P+l)-dimensional array of real numbers that characterizes the 
conditions under which the n-th experimental trial was conducted. 

a. Example. When all of the experimental trials are conducted under 
identical conditions, then all of the Xn's are equal, i.e., for n = 1(1)N 
we have Xn " Mi'    ^1^^" ^^  ^^2° '^^^^ 

Pr(><n) = Pr(2i0) = (say) P^ 

*In this paper the notation u(v)w is used to stand for the set of values 
u, u+v, u+2v, ... , w. 
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for all n = 1(1)N. Hence, this case reduces to the well-known multinomial 
situation, i.e., if we let N^ be the number of times response level r 
occurred, then the N^ will in this special case be distributed according to 
a joint multinomial distribution, i.e.. 

n 
R  P. "^ 

Prob(N^ = n^ for r = O(l)R) = n 
r 

r=0  n^! 

where the n^ are constrained by the identity 

R 

r=0 ^ 

where N is the total number of observations. 

b. In many applications it is appropriate to take Xno = 1 for 
n = 1(1)N. This corresponds to allowing a nonzero "intercept" in ordinary 
linear regression. 

J-2. SPECIALIZATION TO THE LOGISTIC CASE. Various results follow from 
different assumed functional forms for the Pr(xn). In this appendix, we 
shall use only the logistic form: 

where 
D*{x,) =  E  N* (x^). 

N*(x„) =exp {^  . x^) =exp ( E^ a*p x^p ), 

(J-3) 

(J-4) 
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and each a* is a (P+l)-dimensional array of real-valued parameters whose 
values are unknown, and which may be chosen to fit closely the experimental 
observations (_^,X), where 

1 = 

yi 

yn 

and 

X = 

xio X11...X1P 
X20 X21...X2P 

_XMo XMi,..XNp_ 

IZ 

IN J 

Note that by Equation (J-4) the numerator No(2<n) is an exponential, and 
hence it is always greater than zero, so we can divide both numerator and 
denominator of the expression for Pp(xn) by No(xn) in Equation (J-2) and 
thus write for r = 0(1)R:        -      -n 

r*-n' 
°(iin) 

(J-5) 

where 

D(iin) = D*(x,)/N*(x^) = 1 + E N fx ), 
r=l 

(J-6) 

NpUn) - N*(x,)/N^{xJ exp (a„ • X ) 
—r  —n' exp { y; a X ),     (^-'') •^ ' ^Q rp np^' 

and each 

(J-8) 

for r - 0(1)R is a (P+l)-dimensional array of real numbers with the special 
feature that iQ = 0. 
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Because the ai, a2, ... , aR completely determine the Pr(xn) values, they 
will be called tHe essential parameters, and the response levels r = l(ljR 
will be called the essential response levels. 

f;^%^,'^^'^^4"°?'? ""UNCTION. We will now establish the likelihood function 
tor cms situation. 

a. To do that we first define for r = 0(1)R and n = 1(1)N the indicator 
function 

(J-9) 

(J-10) 

e^ri = 1, if yn = r, and 

e^n = 0. otherwise. 

Evidently the indicator function e^n has the following properties. 

N 

(1) For r = 0{1)R. J^ e^^ = N^, '  ,  , 

n=l 

where Ny. is the number of y^'s that are equal to r. 

(2) For n = 1(1)N. Z^rn =  L (J-U) 
r=0 

because each y^  must be one, and only one, of the values 0(1)R. 

N   R       R 
(3) E  Z  e^n = Z N = N. (J-12) 

n=l r=0  "^^  r=0 "^ 

b. Using the indicator function we can express the logarithm of the 
likelihood as a function of the essential parameters. Specifically the 
log-likelihood function will be: 

N   R 
L (a^, 32, ... , a j^) =    ^  Z  e  LOG(P (x )).        (J-^^) 

n=l r=0 

When a^ = 0 for r = 1(1)R, we have n^{y^)  = 1 for r = 1(1)R, and 

D(xn) = 1+R, so that Pr(xn) = (1+R)-1 for r = 0(1)R. 
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Accordingly we have: 

N   R 
L(0, 0, ... , 0) = - E   E  e„„ L0G(1+R) = -N * L0G(1+R).   (J-14) 

n=l  r=0 

J-4.  INFORMATION MATRIX 

a. The derivative of L with respect to the parameter agt will now be 
determined, where s = 1(1)R and t = 0(1)P. To do this we proceed as 
follows: 

N   R 
Ulp a^, ... , aj^) = E  Z       e  LOG(P (x )) 

^   n=l  r=0  ^^ " ~" 

N    R 
= E  E  e  (LOG(N (x )) - LOG(D(x ))). 

n=l  r=0  i^n     r n        -n 
(J-15) 

so for s = 1(1)R and t = 0{1)P we have: 

But 

dL 

da st 

N R 
E       E  e 
n=l      r=0 rn 

1        diyxj 1        dD(x^) 

.(X,)    da^^ D(xJ    da^^ 

dN^(x^) d 

^^t d^st ^^^    ^  p?0      ^^P^nP^ 

= ^(iin)      E     X 
da 

np 
IR 

p=0      "^^    da 
St 

= Srs ^(^^ ^t' 
(J-16) 

J-5 



CAA-TP-86-2 

where g^s is Kronecker's delta-function, defined by g^g = 1 if r = s, and 
g^s -  0 otherwise. Also 

dD(Xn) _ d 

da^.   da . 
St       St 

R 
1-^  E  N,(x^) 

= E 
E,   dN (x )   R r-n' 

r=l   da^^ ,?1 9rs ^(iin^ ^nt 

Thus: 

= ^s(^n) V- 

dL N           R 

^n       S    ^rn n=l      r=0     "^^ 9rs 
^(>^n) 

^^st D(iin) 
Xnt 

(J-17) 

N    R 

n=l   r=0 rn 9rs - Ps^iin^ nt 

z 
n=l S  3rs^n-Ps(\)  Z e^^  x^^ r=0 

= E Z (65^ - Ps(2<n)) ^nt , ^°'" ^ = ^(1)R ^"d t = 0(1)P.  (J-18) 

J-6 
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dL 

da 
(0, 0, .... 0) =  £ 

St n=l -pn  ^^^   nt 
(J-19) 

b. The information matrix is defined to be: 

d2L 

^%'% 

(V )-i (J-20) 

where the maximum likelihood parameters are 9^ and 9^. The covariance 
matrix of the 9's is V = (Vuv) , the inverse of the information matrix 
(see, for example, Ref J-1, Volume 2, 57; Ref J-2; Ref J-3, page 87). 

In our case we already know from Equation (J-18) that 

dL N 
V 

da St 
e  ^^sn ■ ''s^-n^^  ^nt' ^°'' ^ " ^^^^"^ ^"^ ^ = Od)^' 

Changing s to r, and t to p, we write this as: 

dL 

da. rp 
1^1  (^rn-Pr(iin)) >^np- 

Then 

da^.da^p   n=l   "P  da^, 
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N 

E 
n=l 

np 

dN^(x,) 1 N,(x^) dD(x„) 

^^st "(in) D(x„)2 "'st  . 

Substituting from Equation (J-16) and (J-17) yields the information matrix 

element V(s,t)(r,p) as: 

d^L 

da .da 
St rp 

N z 
n=l 

np 
9rs^^^)^t 

D(x,) 

NJx„) 
-^  Ns(Xn)%t 

^,    Vnt^r^^) (9,3-P3(x,)) 
n=l   *^ 

(0-21) 

where s,r = 1(1)R and t,p = 0{1)P. 

Note that we also have from Equations (J-14) and (J-18) 

L(0) = - N * L0G(1+R), and (J-22) 

dL 

da.. 
E  (e 

rp n=l rn Pr^^)) ^p 
(J-23] 

for r = 1(1)R and p = 0(1)P. 

Equations (J-21), (J-22), and (J-23) are the results sought. 

c. Additional information on logistic and probit regression can be 
obtained from books by Cox, Aldrich and Daganzo (Refs J-3, J-4, J-5). 
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J-5. A NUMERICAL EXAMPLE. Suppose that we wish to fit a logistic function 
to the data given in Table J-1. For these hypothetical data we have N = 10 
observations, R = 1 essential response level, and P + 1 = 2 explanatory 
variables per response level. However, since for all observations XnO = 
0.0, only one explanatory variable actually appears. That is, we look for 
a fit of the form: 

PM =   
°    1 + exp(a*x) 

Pl(x) = 1 - Po(x), 

where Pi(s) is the probability that the response will be 1 when the 
stimulus is x. Figure J-1 shows the hypothetical observations and the 
maximum likelihood of logistic fit. As indicated in Figure J-1, the 
maximum likelihood value of a is 0.862. 

Table J-1. Hypothetical Data 

Observation yn XnO xnl 

1 1 0.0 -1.0 
2 0 0.0 1.0 
3 1 0.0 2.0 
4 1 0.0 3.0 
5 1 0.0 4.0 
6 1 0.0 5.0 
7 0 0.0 -2.0 
8 0 0.0 -3.0 
9 0 0.0 -4.0 

10 0 0.0 -5.0 
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PROB(X). % 
100 

PROB(X) 

-2       0 

EXP (0.862 X) 

1 + EXP (0.862 X) 

Figure J-1. Example of Logistic Regression Curve Fitted 
to 10 Hypothetical Data Points 

J-6. SUMMARY OF RANGES OF VARIABLES 

N  = Number of sample points (i.e., the number of experimental trials) 

P+1 = Number of explanatory variables per response level 

P  = Number of parameters per essential parameter-set 

Yn = response to n-th stimulus, where n = 1(1)N 

^np ~  P-th component of the n-th stimulus, where n = 1(1)N and p = 0(1)P 

XnO = 1 for n = 1(1)N (usually) 

R+1 = Number of possible values or response levels of the y^'s 

R  = Number of essential parameter sets, that is, the number of essential 
response levels 

a^p = The essential parameter associated with essential response level r 
and parameter p where r = 1(1)R and p = 0(1)P 
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aop =0 for p = 0(1)P (by definition of a^p = a^J - aop) 

e^n = 1 if Yn = 1". and e^ = 0 otherwise, where r = 0(1)R, n = 1(1)N 

N   R N   R 
L = E  Z  e,„ LOG(P^(x )) = Z       Z     e (LOG(N (X )) - LOG(D(xJ)) 

n=l  r=0 ~" n=l  r=0 rn 

NpUJ 
PJln^  = ——   fo"^ "^ = 0(1)R and n = 1(1)N 

D{x^) 

UJ = exp ( j]  ax) for r = 0(1)R and n(l)N 
p=0 rp np 

R  ■ 

D(iin) =  E  N (x ) for n = 1(1)N 
r=0  "^ " 

When ai = 0, a2 = 0, ... , etc., then Pp(xn) = (1+R)-1 for r = 0(1)R and 
n = 1(1)N 

L(0) = - N LOG (1+R) 

dL    N 

da. 
=  E 

rp 
L  (e^n " ^r^^n^) \p' ^°^  "^ = ^^1)^ ^"d p = 0(1)P, 
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GLOSSARY 

1. ABBREVIATIONS, 

CAA 

CDES 

CHASE 

COSH(A) 

CORG 

CUNO(A)  . 

EXP(A) 

HERO 

km 

LOG(A) 

MEAN 

OLS 

RESADV (a,b) 

SD 

SINH(A) 

sq km 

SQR(A) 

WLS 

ACRONYMS, AND SHORT TERMS 

US Army Concepts Analysis Agency 

CHASE Data Enhancement Study 

Combat History Analysis Study Effort 

hyperbolic cosine of the quantity A 

Combat Operations Research Group 

CUNG (X) = cumulative normal distribution function of 
the number X, i.e., 

CUNOI W = {2 7r)-hJ     exp (-x2/2) dx 

exponential function of the quantity A, that is, the 
base of the natural system of logarithms raised to the 
power A 

Historical Evaluation and Research Organization 

kilometer(s) 

natural logarithm of the quantity A 

arithmetical average value 

ordinary least squares 

RESADV (a,b) = ADV - a - b * LOG (FR) 

standard deviation 

hyperbolic sine of the quantity A 

square kilometer(s) 

square root of the quantity A 

weighted least squares 
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2. TERMS UNIQUE TO THIS STUDY 

A 

AA 

ACHA 

ACHD 

ADV 

AEROA 

AIRA 

ARTYA 

ARTYD 

ATK 

ATKWIN 

BWS 

CAMPGN 

CARTYA 

CARTYD 

Attacker's surviving personnel fraction, 
A = X/XO = 1 - FX. 

Attacker's Lanchesterian personnel activity parameter: 
the value of AA in dY/dt = -AA * X, where X and Y are 
the attacker's and the defender's current surviving 
personnel strengths. 

Attacker's adjudged mission accomplishment rating on a 
scale of 0 (mission not accomplished) to 10 (mission 
fully accomplished). Cf. HERO Table 5. 

Defender's adjudged mission accomplishment rating on a 
scale of 0 (mission not accomplished) to 10 (mission 
fully accomplished). Cf. HERO Table 5. 

Lanchesterian defender's advantage parameter, 
ADV = LOG(MU). 

Relative air superiority achieved by the attacker. 
Cf. HERO Table 2. 

Attacker's adjudged relative air superiority. 
Cf. HERO Table 6. 

Total' number of artillery pieces for the attacker (0 if 
none present, -1 if unknown). Cf. HERO Table 3. 

Total number of artillery pieces for the defender (0 if 
none present, -1 if unknown). Cf. HERO Table 3. 

Attack, attacker 

Attaker wins, i.e., WINA = +1 

Bodart-Willard-Schmieman data base 

Name of the campaign of which this battle/engagement is 
a part. Cf. HERO Table 1. 

Number of the attacker's artillery pieces that were 
destroyed, damaged, or captured as a result of enemy 
action (0 if none, -1 if unknown). Cf. HERO Table 3. 

Number of the defender's artillery pieces that were 
destroyed, damaged, or captured as a result of enemy 
action (0 if none, -1 if unknown). Cf. HERO Table 3. 
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CAVA 

CAVD 

CEA 

CER 

CFP 

CFLYA 

CFLYD 

COA 

COD 

CTANKA 

CTANKD 

CX 

CY 

D 

DAR 

Number of mounted troops (cavalry, dragoons, and mounted 
infantry) for the attacker (0 if none, -1 if unknown). 
Cf. HERO Table 3. 

Number of mounted troops (cavalry, dragoons, and mounted 
infantry) for the defender (0 if none, -1 if unknown). 
Cf. HERO Table 3. 

Attacker's adjudged relative advantage in combat 
effectiveness. Cf. HERO Table 4. 

Defender's personnel casualty exchange ratio, 
CER = CX/CY (see also PER). 

Personnel casualty fraction product, CFP = FX * FY. 

Number of the attacker's combat aircraft lost as a 
result of enemy action (0 if none, -1 if unknown). 
Cf. HERO Table 3. 

Number of the defender's combat aircraft lost as a 
result of enemy action (0 if none, -1 if unknown). 
Cf. HERO Table 3. 

Name of the commander of the attacker's force unit that 
fought in the battle. Cf. HERO Table 1. 

Name of the commander of the defender's force unit that 
fought in the battle. Cf. HERO Table 1. 

Number of the attacker's tanks and other AFVs destroyed, 
damaged, or captured as a result of enemy action (0 if 
none, -1 if unknown). Cf. HERO Table 3. 

Number of the defender's tanks and other AFVs destroyed, 
damaged, or captured as a result of enemy action (0 if 
none, -1 if unknown). Cf. HERO Table 3. 

Battle casualties to the attacker's personnel (0 if 
none, -1 if unknown). Cf. HERO Table 3. 

Battle casualties to the defender's personnel (0 if 
none, -1 if unknown). Cf. HERO Table 3. 

Defender's surviving personnel fraction, 
D = Y/YO = 1 - FY. 

Lanchesterian personnel activity ratio, 
DAR = DD / AA 

= (XO ** 2 - X ** 2) / (YO ** 2 - Y ** 2) 
= (FR ** 2) * (1 - A ** 2) / (1 - D ** 2) 
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DATE 

DD 

DEEPA 

DEF 

DEFWIN 

EPS 

FER 

FLYA 

FLYD 

FORTSA 

FPREPA 

FR 

FX 

FY 

INITA 

INTELA 

Date on which the battle began, in the form tVYYYMMDD, 
where YYYY is the year, MM is the month number, and DD 
is the number of the day of the month. DATE is positive 
for AD dates and negative for BC dates. 
Cf. HERO Table 1. 

Defender's Lanchesterian personnel activity parameter: 
the value of DD in dX/dt = -DD * Y, where X and Y are 
the attacker's and the defender's current surviving 
personnel strengths. 

Attacker's adjudged relative depth advantage. 
Cf. HERO Table 6. 

Defense, defender. 

Defender wins, i.e., WINA = -1 

Lanchesterian bitterness parameter defined by the 
equation EPS = L0G((1 + MU)/(A + D * MU)). 

Defender's personnel fractional exchange ratio, 
FER = FX/FY = CER/FR (see also CER). 

Total number of air sorties flown in support of the 
attacker (0 if none flown, -1 if unknown). 
Cf. HERO Table 3. 

Total number of air sorties flown in support of the 
defender (0 if none flown, -1 if unknown). 
Cf. HERO Table 3. 

Attacker's adjudged relative fortification advantage. 
Cf. HERO Table 6. 

Attacker's adjudged relative force preponderance. 
Cf. HERO Table 6. 

Attacker's personnel force ratio, FR = XO/YO. 

Attacker's personnel casualty fraction, FX = CX/XO. 

Defender's personnel casualty fraction, FY = CY/YO. 

Attacker's adjudged relative advantage in initiative. 
Cf. HERO Table 4. 

Attacker's adjudged relative advantage in (military) 
intelligence. Cf. HERO Table 4. 

Glossary-4 



CAA-TP-86-2 

ISEQNO 

KPDA 

LAMBDA 

LEADA 

LEADAA 

LOCN 

LOGSA 

LOGSAA 

LTA 

LTD 

MANA 

MAX 

MAX.L 

MBTA 

MBTD 

MIN 

Index or sequence number of the battle in the 
computerized data base (see Appendix H for an index of 
the computerized data base battles by ISEQNO). 

Attacker's average rate of advance, in kilometers per 
day. Positive values indicate an attacker's advance, 
negative ones a defender's advance, and zero values 
either no or a negligible advance. The value -9999 is 
used if the average rate of advance is unknown. 
Cf. HERO Table 5. 

Lanchesterian intensity parameter, LAMBDA = EPS/T. 

Attacker's adjudged relative advantage in leadership. 
Cf. HERO Table 4. 

Attacker's adjudged relative leadership advantage. 
Cf. HERO Table 6. 

Name of the place where the battle occurred (usually a 
nation or other geopolitical region). Cf. HERO Table 1. 

Attacker's adjudged relative advantage in logistics. 
Cf. HERO Table 4. 

Attacker's adjudged relative logistics advantage. 
Cf. HERO Table 6. 

Total number of light armored tank-like vehicles for the 
attacker (0 if none present, -1 if unknown). 
Cf. HERO Table 3. 

Total number of light armored tank-like vehicles for the 
defender (0 if none present, -1 if unknown). 
Cf. HERO Table 3. 

Attacker's adjudged relative maneuver advantage. 
Cf. HERO Table 6. 

Maximum. 

Maximum likelihood value. 

Total number of main battle tanks for the attacker (0 if 
none present, -1 if unknown). Cf. HERO Table 3. 

Total number of main battle tanks for the defender (0 if 
none present, -1 if unknown). Cf. HERO Table 3. 

Minimum. 
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MOB ILA 

MOMNTA 

MORALA 

MU 

NAMA 

NAMD 

NAME 

NN 

PLANA 

POSTDl 

P0STD2 

PRIAl 

PRIA2 . 

PRIA3 

PRIDl 

PRID2 

PRID3 

QUALA 

Attacker's adjudged relative mobility superiority. 
Cf. HERO Table 6.  *-, 

Attacker's adjudged relative advantage in momentum. 
Cf. HERO Table 4. 

Attacker's adjudged relative advantage in morale. 
Cf. HERO Table 4. 

Lanchesterian mu-parameter, MU = SQR(DAR) / FR. 

Name of the attacker's force element that fought the 
battle. Cf. HERO Table 1. 

Name of the defender's force element that fought the 
battle. Cf. HERO Table 1. 

Name of the battle or engagement. Cf. HERO Table 1. 

The total number of battles in the data base. 

Attacker's adjudged reTative planning effectiveness. 
Cf. HERO Table 6. 

Defender's primary defensive posture.    > 
Cf. HERO Table 2. 

Defender's secondary defensive posture. 
Cf. HERO Table 2. 

Attacker's primary tactical scheme, part 1. 
Cf. HERO Table 7. 

Attacker's primary tactical scheme, part 2. 
Cf. HERO Table 7. 

Attacker's primary tactical scheme, part 3. 
Cf. HERO Table 7. 

Defender's primary tactical scheme, part 1, 
Cf. HERO Table 7. 

Defender's primary tactical scheme, part 2. 
Cf. HERO Table 7. 

Defender's primary tactical scheme, part 3. 
Cf. HERO Table 7. 

Attacker's adjudged relative force quality. 
Cf. HERO Table 6. 
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RESA       Attacker's adjudged relative skill in use of reserves. 
Cf. HERO Table 6. 

RESOAl  ■    Attacker's resolution/outcome, part 1. 
Cf. HERO Table 7. 

RES0A2      Attacker's resolution/outcome, part 2. 
Cf. HERO Table 7. 

RES0A3      Attacker's resolution/outcome, part 3. 
Cf. HERO Table 7. 

RESODl      Defender's resolution/outcome, part 1. 
Cf. HERO Table 7. 

RES0D2      Defender's resolution/outcome, part 2. 
Cf. HERO Table 7. 

RES0D3      Defender's resolution/outcome, part 3. 
Cf. HERO Table 7. 

SECAl       Attacker's secondary tactical scheme, part 1. 
Cf. HERO Table 7. 

SECA2       Attacker's secondary tactical scheme, part 2. 
Cf. HERO Table 7. 

SECA3       Attacker's secondary tactical scheme, part 3. 
Cf. HERO Table 7. 

SECDl       Defender's secondary tactical scheme, part 1. 
Cf. HERO Table 7. 

SECD2       Defender's secondary tactical scheme, part 2. 
Cf. HERO Table 7. 

SECD3       Defender's secondary tactical scheme, part 3. 
Cf. HERO Table 7. 

SKEW       Coefficient of skewness (see following paragraph 4, 
Definitions). 

SURPA       Relative surprise achieved by the attacker. 
Cf. HERO Table 2. 

SURPAA      Attacker's adjudged relative surprise advantage. 
Cf. HERO Table 6. 

T Duration of the battle, in days, an integer. 
Cf. HERO Table 1. 
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TANKA 

TANKD 

TECHA • 

TERRA 

TERRAl 

TERRA2 

TRNGA 

WAR 

WGT 

WINA 

WOF 

WXl 

WX2 

WX3 

WXA 

X 

Total number of armored tank-like vehicles for the 
attacker (includes tanks; armored, self-propelled tank 
guns; and armored assault guns) (0 if none present, -1 
if unknown). Cf. HERO Table 3. 

Total number of armored tank-like vehicles for the 
defender (includes tanks; armored, self-propelled tank 
guns; and armored assault guns) (0 if none present, -1 
if unknown). Cf. HERO Table 3. 

Attacker's adjudged relative advantage in technology. 
Cf. HERO Table 4. 

Attacker's adjudged relative terrain/roads advantage. 
Cf. HERO Table 6. 

Three-character primary terrain descriptor. 
Cf. HERO Table 2. 

Three-character secondary terrain descriptor. 
Cf. HERO Table 2. 

Attacker's adjudged relative advantage in training and 
experience. Cf. HERO Table 4. 

Name of the war of which the battle/engagement is a 
part. Cf. HERO Table 1. 

Relative adjudged rating of the accuracy/validity of the 
data for this battle (not used in this paper).  , 

Attacker's adjudged relative level of victory, i.e., 
WINA = +1 when the attacker wins, WINA = -1 when the 
defender wins, and WINA = 0 when the battle is a draw. 
Cf. HERO Table 5. 

Width of front, in kilometers. Cf. HERO Table 1. 

First five-character weather, season, and climate 
descriptor. Cf. HERO Table 2. 

Second five-character weather, season, and climate 
descriptor. Cf. HERO Table 2. 

Third five-character weather, season, and climate 
descriptor. Cf. HERO Table 2. 

Attacker's adjudged relative weather advantage. 
Cf. HERO Table 6. 

Attacker's surviving personnel strength, X = XO - CX. 
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xo 

Y 

YO 
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Coefficient of excess kurtosis (see following paragraph 
4, Definitions). 

Total engaged personnel strength of the attacker (-1 if 
unknown). Cf. HERO Table 3. 

Defender's surviving personnel strength, Y = YO - CY. 

Total engaged personnel strength of the defender (-1 if 
unknown). Cf. HERO Table 3. 

3. MODELS, ROUTINES, AND SIMULATIONS 

BINMAKER 

DALOFIT 

DATAMAKER 

ROSEPACK 

SPSS 

UNIVARIATE 

Prepares histograms and contingency tables. 

Performs logistic regression by fitting multivariate 
logistic functions using the maximum likelihood' method 
(see logistic regression in following paragraph 4, 
Definitions). 

Reads the computerized HERO data base and prepares data 
files for other programs. 

Finds robust multivariate regression fits to data. 

Statistical Package for the Social Studies. 

Finds empirical distribution functions and compares them 
to theoretical distribution functions. 

4. DEFINITIONS 

adjusted advantage 
Empirically estimated value of the ADV parameter, calculated after 
adjusting strengths for presumed reinforcements and replacements as 
explained in paragraph 4-3b(4). 

advantage 
Synonym for defender's advantage or for ADV, q.v. 

bitterness 
Synonym for EPS, q.v. 

BWS data base 
Bodart-Willard-Schmieman data base (Ref 2-5). This data base 
originated with Bodart's Kriesslexicon (Ref 2-6), which was originally 
computerized by Willard (Ref 2-7), and later modified by Schmeiman 
(Ref 2-8). 
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coefficient of excess kurtosis 
Symbolized by XKURT, and defined by the formula 

XKURT = m4 / (SD)4 - 3, 

where SD is the standard deviation and m4 is the fourth-order moment 
about the mean, that is,   . 

m4 = (n-1) * SUM (for i = 1 to n of (xi - MEAN)^) 

where MEAN is the mean of the xi values. XKURT is zero for the normal 
distribution. XKURT tends to be positive for distributions that are 
"fatter-tailed," and negative for those that are "thinner-tailed," than 
the normal frequency function. The SD of XKURT is approximately equal 
to SQR(24/n), where n is the sample size (Refs G-1 and 6-2). 

coefficient of skewness 
Symbolized by SKEW and defined by the formula 

SKEW = m3/(SD)3, 

where SD is the standard deviation and mS is the third-order moment 
about the mean, that is 

mS = (n-1) * SUM (for i = 1 to n of (xi - MEAN)3) 

where MEAN is the mean of the Xi values. SKEW is zero for any 
distribution of values symmetric about their mean value—in particular 
it is zero for the normal distribution. SKEW tends to be positive for 
distributions with a "long tail" above the mean, and negative for 
distributions with a "long tail" below the mean. The standard 
deviation of SKEW is approximately equal to SQR(6/n), where n is the 
sample size (Refs 6-1 and 6-2). 

computerized data base 
The computerized version (prepared by CAA in late 1984 and early 1985) 
of the tabular data in the HERO data base, and described in 
Appendices F through H of this paper. 

C0R6 data base ,^^n^^ ■ 
Data base complied by the Combat Operations Research Group (CORG) in 
the early 1960s (Refs 2-2 through 2-4). 

empirical distribution 
Function whose value at x is defined to be the fraction of data items 
with values less than x. 

exploratory subsample 
A sample of 100 battles selected randomly from those computerized data 
base battles whose starting dates are earlier than 1 January 1943. 
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factor analysis 
A statistical technique for reducing the level of redundancy in the 
data. 

force ratio 
Synonym for attacker's force ratio or FR, q.v. 

intensity 
Synonym for LAMBDA, q.v. 

HERO data base 
The data base prepared for the US Army Concepts Analysis Agency (CAA) 
by HERO under Contract No. MDA903-82-C-0363, published by CAA in 
September 1984 as "Analysis of Factors That Have Influenced Outcomes of 
Battles and Engagements," CAA-SR-84-6, in six volumes as follows: 

Vol.    DTK No. Title 

I    B086 797L   Main Report 

II    B087 718L   HERO Summary and Introductory Materials; Part One: 
Wars of the 17th, 18th, and 19th Centuries; 
Vol. II: Wars from 1600 through 1800. 

Ill    B087 719L   Part One: Wars of the 17th, 18th, and 19th 
Centuries; Vol. Ill: Wars from 1805 through 1900. 

IV    B087 720L   Part Two: Wars of the 20th Century; Vol. IV: Wars 
from 1904-1940. 

V    B087 721L   Part Two: Wars of the 20th Century; Vol. V: World 
War II, 1939-1945; Campaigns in North Africa, Italy, 
and Western Europe. 

VI    B087 722L   Part Two: Wars of the 20th Century; Vol. VI: World 
War II, 1939-1945; Campaigns in France, 1940, on the 
Eastern Front, and of the War Against Japan. The 
1967, 1968, and 1973 Arab-Israeli Wars. 

logarithmic 
Natural logarithm of, as in "The logarithmic force ratio is a 
synonym for LOG(FR)." 

logistic regression 
A statisical technique for fitting a logistic function to the 
probability of responses to an administered dose or other 
stimulus. Here the responses are treated as categorical 
(discrete), for example, as either a win, a loss, or a draw (see 
Appendix J for a discussion of logistic regression). 
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Ockham's Razor ,.^ .^.      .. 4. u 
The epistemological principle that "Entities are not to be 
multiplied without necessity." That is, the fewest assumptions 
and the simplest formulae are to be used unless the data can be 
explained only through the use of additional factors or 
mathematical complexity. 

Prob. Kolmog. exceedance 
The probability that the Kolmogoroff test criterion is exceeded. 
That is, the probability that the absolute deviation between a 
theoretical and an empirical distribution function would be 
exceeded by chance, even though the empirical distribution 
function is for a random sample from that theoretical distribution 
function. ..  • 

residual advantage 
Synonym for RESADV, q.v. 

sample size 
Number of data points used ^ 
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THE REASON FOR PERFORMING THE STUDY was to carry out the initial phase of 
the Combat History Analysis Study Effort (CHASE), whose ultimate purpose is 
to search for historically-based quantitative results for use in military 
operations research, concept formulation, wargaming, and studies and 
analyses. 

THE PRINCIPAL FINDING of the work done during the period covered by this 
paper (August 1984 to June 1985) is that data on historical battles can be 
used to discover quantitative trends and relations of potential signifi- 
cance to military operations research, concept formulation, wargaming, and 
studies and analyses. 

THE MAIN ASSUMPTIONS on which the CHASE Study, as well as its major phases, 
rests are: 

(1) Historical battle data can be analyzed using modern statistical 
methods. 

(2) Formulas are not to be complicated without good empirical evidence. 

(3) Long-term trends and relations can be extrapolated to future situa- 
tions with a reasonable degree of confidence. 

THE PRINCIPAL LIMITATIONS which may affect the findings presented in this 
progress report are as follows: 

(1) Data on strengths at intermediate stages during the course of a 
battle were not available for use in this phase of the CHASE Study. 

(2) The study used a data base prepared for the US Army Concepts 
Analysis Agency (CAA) by the Historical and Research Evaluation 
Organization (HERO). The HERO data base, even though composed of 601 
battles,, is still not large enough to support adequately all of the 
statistical analyses that should be performed. 

i (3) Typographical mistakes, omissions, ambiguities and ill-defined data 
categories in the HERO data base weakened some of the analysis results, and 
precluded some analyses that would have been desirable. 

(4) Because of data inadequacies and the limited scope of this initial 
phase of the CHASE Study, not all of CHASE's Essential Elements of Analysis 
(EEAs) could be fully addressed. 



THE SCOPE OF THE WORK done during the period covered by this progress 
report, was limited to an initial analysis of the HERO data base of 601 
battles. This scope included: 

(1) Reducing to machine-readable form all of the tabulated data in the 
HERO data base. 

(2) Assessing the suitability of the data base for quantitative 
analysis. 

(3) Sumnarizing selected portions of these data to facilitate their 
efficient use in military operations research, concept formulation, 
wargaming, and studies and analyses. 

(4) Seeking important trends and interrelations present but hidden in 
these data. 

(5) Testing selected hypotheses against the data. 

THE STUDY OBJECTIVE for the period covered by this progress report 
included: 

(1) Evaluating the suitability of the HERO data base for quantitative 
analysis, identifying essential data base improvements, and taking 
necessary corrective measures. 

(2) Experimenting with a variety of analytical techniques to assess 
their ability to expose quantitative trends and relations of significant 
potential use in military operations reserch, concept formulation, 
wargaming, and studies and analyses. 

(3) Identifying specific issues for further investigation in subsequent 
phases of the CHASE Study. 

THE STUDY SPONSOR was the US Army Concepts Analysis Agency. 

THE STUDY EFFORT was directed by Dr. Robert L. Helmbold, Resources and 
Requirements Directorate. 

COMMENTS AND SUGGESTIONS may be sent to the Director, US Army Concepts 
Analysis Agency, ATTN: CSCA-RQ, 8120 Woodmont Avenue, Bethesda, MD 
20814-2797. 




